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Parallel Algorithms for Kernel Sums in
Computational Science and Statistical Inference

George Biros

Abstract Kernel sums (also known as N-body algorithms) are the computa-
tional cornerstone for many problems in mathematical physics. In this talk,
I will present (1) a brief history of N-body algorithms and their application
to multiscale problems; (2) give a brief overview of the most basic N-body
algorithm, the Barnes-Hut method; (3) expand the notion of N-body prob-
lems to high-dimensional problems and statistical inference; (4) conclude with
applications of N-body algorithms to physics (fluid mechanics) and statistics
(supervised learning).

G. Biros

201 East 24th St, Austin, Texas
Tel.: +1-512-232-9566

Fax: +1-512-471-8694

E-mail: biros@Qices.utexas.edu
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Coupled multi-field continuum methods for porous
media fracture

Bernd Markert - Yousef Heider

Abstract Numerical modeling of fracture in fluid-saturated heterogeneous
materials, such as in saturated rocks, soils, metal foam and biological tissues,
can be properly carried out using extended continuum porous media theo-
ries, which account for the crack nucleation and propagation, deformation
of the solid matrix and change in the flow of the interstitial fluid. In this,
fluid-saturated porous materials basically represent volumetrically interacting
solid-fluid aggregates, which are modeled using the Theory of Porous Media.
The hydraulic- or tension-induced fractures occur in the solid matrix and are
modeled using a phase-field approach. This way of fracture treatment adds a
partial differential equation for the phase-field evolution to the coupled solid-
fluid problem, which requires special stabilization techniques in the numerical
calculation.

Keywords Fracture - Phase field - Porous media - Hydraulic fracture - TPM

1 Introduction

The theoretical and numerical prediction of failure mechanisms due to crack
initiation and propagation in solids has ever since been of great importance
in engineering. Following the pioneering work of Griffith [1], cracks propagate
if the energy release rate reaches a critical value. In particular, the Griffith
theory of brittle fracture in elastic solids provides a criterion for crack prop-
agation, but can neither describe curving and branching cracks nor predict
crack initiation. These deficiencies have been overcome by different develop-
ments ranging from sharp crack discontinuity as, e.g., in Moes and Belytschko

B. Markert - Y. Heider

Institute of General Mechanics, RWTH Aachen University, Germany
Tel.: +49-241-8094600

Fax: +49-241-8092231

E-mail: markert@iam.rwth-aachen.de, heider@iam.rwth-aachen.de



2 Bernd Markert, Yousef Heider

[2], over cohesive-zone as in Remmers and de Borst [3] to diffusive interface and
phase-field models, see, e.g., Bourdin et al. [4], Francfort and Marigo [5] and
Kuhn and Miiller [6]. Recently, the latter approach has been proven to be well
suited for the description of complex multi-dimensional, mixed-mode fracture
scenarios including dynamic effects and crack branching, see, e.g., Borden et al.
[7] and Miehe et al. [8] for more details and references. The current treatment
of fracture in multi-phase saturated porous materials is based on the diffusive
phase-field approach within a thermodynamically consistent framework using
the continuum Theory of Porous Media (TPM), see also Markert and Ehlers
[10].

2 Theoretical basics

In the framework of the TPM, a macroscopic description of general immiscible
multiphasic aggregates ¢ is introduced, where the individual constituents p®
(here: v =S :solid, o = F' :fluid) are considered to be in a state of ideal
disarrangement over a homogenized representative volume element (RVE) in
the sense of superimposed and interacting continua. In this regard, volume
fractions n® := dv®/dv of ¢“ are defined as the local ratios of the partial
volume elements dv® with respect to the total volume element dv of ¢, where
the saturation condition n® +nf = 1 holds. This yields that the partial density
p® is related to the effective density p®® via p® = n®p°%, where the material
incompressible is associated with p® = const., cf. e.g. [9]. Concerning the
kinematics of the considered problem, the motion of ¢ is characterized by
a Lagrangean description of the solid matrix via the solid displacement ug
and velocity vg, however, the pore-fluid flow is expressed either in Eulerian
description using the fluid velocity vg or in modified Eulerian settings via the
seepage velocity vector wp = vp — vg.

The current treatment of biphasic model excludes dynamic effects (quasi-
static), thermal effects as well as any mass exchanges (inert ¢*) and proceeds
from intrinsically incompressible constituents (p® = const.). In particular,
the arising purely mechanical, binary model with a = {S, F'} is governed by
the following strongly coupled constituent balance equations (see, e.g. [12]):

— Partial mass balance — partial volume balance:
0= (p*), +pdivv, — 0= (n%) +n*divv, (1)
— Partial momentum balance:
0 = divT*+ p*b+p*. (2)

Herein, div (- ) is the divergence operator related to grad (- ), T® = (T%)T is
the symmetric partial Cauchy stress tensor assuming non-polar constituents, b
is the mass-specific body force acting on the overall aggregate, and p~ denotes
the direct momentum production, which can be interpreted as the volume-
specific local interaction force between the percolating pore fluid and the solid
skeleton.
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With regard to the energy approach for brittle fracture in heterogeneous
porous media, the global potential energy function F of a cracked linear elas-

L . . . —S
tic, isotropic body can be defined as the sum of the elastic strain energy ¥,
integrated over the whole spatial domain (2, and the critical fracture energy

¥ ack (equal to the energy required to create a unit area of fracture surface)
integrated along the crack path I, cf. [1]:

Fles,T) = / 75 (eg)dv + / 75 da 3)
(9]

FC

Following this, the phenomenological phase-field variable ¢ is introduced
to distinguish between the cracked (¢ = 0) and the unbroken states (¢° = 1)
of the material, yielding F(es, I.) ~ F(es, ¢, grad ¢°). The next step is to
derive the stress and the phase-field evolution relations. In particular, the solid
stress tensor is defined as T® = 0F/0es. — pl with p being the pore-fluid
pressure. The non-conserved phase-field evolution is derived using the well-
known Allen-Cahn diffusion model [11], which describes the process of phase
separation (here crack formation) via a reaction-diffusion equation. Thus, the
phase-field evolution is given by

095 (x,t OF
A @

with M being a kinetic parameter related to the interface mobility.

3 Numerical treatment

For the numerical solution of an initial-boundary value problem, the Finite
Element Method (FEM) treatment is carried out in two steps: Firstly, deriving
the weak or variational statements of the governing balance equations and,
secondly, using the finite element discretization for the approximate solution of
the variational equations. In particular, the governing set of partial differential
balance equations (1, 2 and 4) with primary unknowns ug, vz, p, ¢° is treated
in a fully coupled manner and discretized in time using an appropriate implicit-
monolithic time integration scheme.

4 Numerical example

In order to give a qualitative benchmark example, the proposed diffusive
porous media fracture model is applied to a two-dimensional IBVP, where the
fracture-induced changes to the fluid percolation are investigated. In particu-
lar, a rectangular porous material with moderate permeability and included
low-permeability barriers is subjected to a pressure gradient from bottom-left
high-pressure (red) inflow to top-right low-pressure (blue) outflow (Fig. 1, left).
The double-notched porous medium is then set under tension inducing typical
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mode 1 fracture. The changes to the permeability (from low/blue to high/red)
and the flow path are observed while the cracks propagate. As expected, the
model predicts the permeability increase in the degraded or cracked material,
thereby strongly affecting the pore-fluid flow regime (see Fig. 1, right). From
the streamlines indicating the flow path, it is apparent that the nature of
the flow changes completely from the unbroken porous matrix to the finitely
opened cracks.

Fig. 1 Fracture-induced changes of the flow path in a perfused, heterogeneous porous
medium
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Efficient Solution of Optimization Problems with
PDEs and Pointwise Constraints

Michael Ulbrich

Abstract In the recent past, significant advances have been made in the
development and analysis of efficient methods for inequality constrained op-
timization problems governed by PDEs. We discuss several central aspects of
solving this class of problems, putting a focus on second order methods (semis-
mooth Newton and interior point algorithms). Pointwise constraints arise, e.g.,
as bounds on state or control, in many applications. We address the particu-
lar challenges caused by them and describe how they can be addressed. The
talk aims at providing a balanced mix of theoretical insights, computational
aspects, and illustrative model applications, including seismic tomography.

M. Ulbrich

Boltzmannstr. 3

85748 Garching b. Miinchen
Tel.: +49-89-289-17929

Fax: +49-89-289-17932
E-mail: mulbrich@ma.tum.de
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Computational bone-mechanics on orthopedists cell
phone

Zohar YOSIBASH

Abstract Verified and validated simulation of the human’s femur mechani-
cal response, aimed at diagnosis and optimal treatment in clinical orthopedic
practice were recently introduced. These are based on CT-scans and high-
order finite element methods (p-FEMs). We describe the methods for creating
p-FEM models of patient-specific femurs and the in-vitro experiments used
to assess the validity of the simulation results. Finally, because the orthope-
dic surgeons need such analyses in a short time-scale, preferably displayed on
their cellular phones, we present the implementation of the methods using
multi-threading and Java.

Keywords High order FEMs - Femurs - Patient-specific

1 Introduction

Quantitative computer tomography, (qCT) allows an accurate description of a
patient-specific femur’s geometry, and its material inhomogeneous properties
[1,3-5]. Utilizing qCT scans in conjunction with p-FEMs [2] we herein provide
a systematic method for performing reliable FE simulations of the human
femur, validated by in-vitro tests on the large cohort of fresh-frozen femurs.
Once the p-FE analyses are finalized (the entire process for one patient-
specific femur lasts less than 3-hours) and the results are verified so the numer-
ical error is assured to be controlled, we validate the results by a set of in-vitro

Study supported in part by grant no. 3-00000-7375 from the Chief Scientist Office of the
Ministry of Health, Israel and by the Technical University of Munich - Institute for Advanced
Study, funded by the German Excellence Initiative.

Z. Yosibash

Department of Mechanical Engineering, Ben-Gurion University, Beer-Sheva, Israel
Tel.: +972-8-6477103

Fax: +123-45-678910

E-mail: zohary@bgu.ac.il
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experiments on a large cohort of healthy and diseased human fresh-frozen fe-
murs. The validity of the presented methods is demonstrated by comparison
between the experimental and the predicted results - both strains and dis-
placements.

We discuss and demonstrate some potential applications of patient-specific
p-FE analyses in daily clinical practice: Predicting risk of fracture of femurs
with metastatic tumors and selecting the optimal prosthesis for a total hip
replacement.

Finally, we present a parallel, Java based p-FE implementation of the meth-
ods described and their intended use on cellular devices.

2 Patient-specific p-FE model of femurs from qCT-scans

Patient-specific qCT scans of a femur are automatically manipulated by in-
house Matlab programs. Exterior, interface and interior boundaries are traced
representing different boundaries of a given slice. These slices are manipulated
to generate a surface representation of the femur and subsequently a solid
model. Large surfaces are generated, which are essential for the p-mesh gen-
erator. The resulting 3D solid is thereafter auto-meshed by tetrahedral high-
order elements. The entire algorithm (qCT to FE) is schematically illustrated
in Figure 1.

b. Boundaries c. Smooth

a. CT slices
identification boundaries

g. Material
evaluation

d. Points
cloud

e. Surface
through points

f. p-FE mesh

Fig. 1 Schematic flowchart describing the generation of the p-FE model from qCT scans. a
- Typical CT-slice, b. - Contour identification, c. - Smoothing boundary points, d. - Points
cloud representing the bone surface, e. - Bone surface, f. - p-FE mesh and g. - Material
evaluation from CT data.
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The material properties at each integration point are determined by the
qCT scan. KoH PO, phantoms are placed near each femur and are used to
correlate the known mineral density and HU. The ash density pqsp is then
determined based on empirical connections:

Ecort = 10200 x p2S1 [M Pal, pasn > 0.486 (1)
Eyay  =2398 [MPa), 0.3 < pasp < 0.486 (2)
Eprap = 33900 x p3, [MPal, pasn < 0.3 (3)

while Poisson’s ratio was fixed at v = 0.3.

3 Verification of the p-FE model and validation by in-vitro
experiments

The p-FE results are being verified so to ensure that the numerical error is
under a specific tolerance. Convergence is realized by keeping a fixed mesh
and increasing the polynomial degree of the approximated solution p until the
relative error in energy norm is small, and the strains at the points of interest
converge to a given value - see for example Figure 2. Each of the femurs’s FE

10 -160

-180

-200

220

240

£, [uStrain]

-260

-280 Hoesdend

10 -300

Fig. 2 Convergence in energy norm and ¢, at a representative point of interest in a femur.

model consists between 3500 to 4500 elements (~ 150,000 degrees of freedom
(DOFs) at p =4 and ~ 300,000 DOFs at p = 5).

The validation of the p-FE simulations is performed by comparing them to
in-vitro biomechanical experiments on seventeen fresh-frosen human cadaver
femurs. In these experiments a simple stance position configuration was con-
sidered in which the femurs were loaded through their head while inclined at
different inclination angles (0, 7, 15 and 20 degrees). Vertical and horizontal
displacements of femur’s head and strains along their surface were measured,
see Fig. 3.

A total of 102 displacements and 161 strains on the 17 femurs were used to
assess the validity of the p-FE simulations. In Figure 4 the pooled FE strains
and displacements are compared to the the experimental observations.
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Fig. 3 (a-left) Sketch of the frontal plane of an embedded and instrumented left femur.
(b-right) Experimental setup with the optical markers on an instrumented left femur and
its corresponding deformed (magnified) FE model.

Remark 1 Note that for twelve of the seventeen femurs a blinded comparison
was performed, i.e. the group that performed the experiments did not know
the FE results, and vice-versa, the experimental results were not known by
the group that performed the analysis.
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Fig. 4 Comparison of the computed strains +, * and displacements o to the experimental
observations normalized to 1000 N load. (Left) Linear regression, (Right) Bland-Altman

plot.

One may notice the match between the predicted and measured data for femurs
under stance position loading: the slope and R? of the linear regression are
very close to 1, and the average error in the Bland-Altman is zero.

4 p-FE Java implementation

The simulation algorithm presented is being implemented using Java program-
ming language because of its numerous advantages: it is object-oriented, it

3000
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allows execution on multiple platforms and supports parallel computing on
multiple threads. In Figure 5 the application on an iPhone and the speedup
when using multiple threads is shown.

Speed up

1000 hexahedral FE mesh

3 4 E 3 7 5
1% Number of threads o

Fig. 5 (Left) A p-FE simulation of a femur displayed on an iPhone. (Right) The speedup
of the stiffness matrix generation using multiple threads.

Acknowledgements I would like to thank past and present graduate students Dr. Nir
Trabelsi and Mr. Yosi Levi for their contribution.
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Abstract

Using Hill-type muscles to drive active human models brings

low level motor control for free - work in progress

Julian Blaschkel, Syn Schmitt!-?

1Research Centre for Simulation Technology, University Stuttgart

2Department of Sports and Movement Science, University Stuttgart

The volume of road traffic has risen sharply in the last two decades. Improved
and new safety systems in cars are needed, to maintain the occupant safety.
Since conventional dummies are limited by their ability to map occupant
movement during a broad variety of crash-scenarios and volunteer-tests are
only feasible to a certain degree of physical load, it is even more important to
use computer-based approaches. Digital models of humans are already in
development for years and they are getting increasing attention, since the

digitalisation of the production process of cars is irreversible.

Yet, for the typical application during the crash phase, human body models
already exist and are being validated against available date from literature or
individual tests. Recently, the time period before the instant of crash gained
particular attention. State-of-the-art crash simulations start at t=to, which
corresponds to the first contact between car and obstacle (which could be also
another car). However, the very short period of time in advance of top almost
entirely predefines the following crash phase and the severity of the following
crash. Then, the car eventually slides on the road, braking manoeuvers are
accomplished and the passenger's body position has not necessarily to be in a

neutral position.

Active safety systems, like for example belt tensioners or airbags are
responsible for the posture and position of the occupant in the car. Therefore, it

is their task to ensure that the occupants are in the best possible position at the



moment of impact. Since the position and kinematics at the moment of impact
are crucial for the safety of the occupants, it is even more important to reflect
the reality in the simulation. A crucial factor is that humans actively try to resist
a forward displacement during a strong braking manoeuver by activating their
muscles through reflex and voluntary activation. Conventional human body
models achieve that only partially. In contrast, active human body models
including muscle-like activation and control are needed to account for a higher

bio-fidelity.

Commercially available human body models, like, for example, the THUMS
(Total Human Model for Safety) developed by Toyota in 2000 and further
developed and used by other automobile manufacturers like Daimler, often
don’t offer satisfying possibilities of activating muscles in a physiological
manner. Muscle behavior in these models is very often passive and based on
over-simplified spring and damper systems. Active muscle contraction in
biology, however, is a well-coordinated interaction of the muscle and its control.
Particularly in the pre-crash phase, where only small accelerations in the range
of about 1g occur, muscles have high influence on the kinematics of the human
body. We hypothesize, therefore, that the implementation of established models
of the biological muscle into human models developed for automotive
applications a. will enhance the bio-fidelity of the human models and b. will
introduce already low-level motor control without the need of further tuning

control parameters.

In this work we present a literature based Hill-type model of a biological
skeletal muscle parameterised within a commercially available simulation
framework (LS-Dyna®, Livermore Software Technology Corporation/USA). A
parametric study was executed to best fit the muscle model (Fig. 1) to
previously published literature results (Fig. 2). The commercial framework LS-
Dyna® provides already a Hill-type muscle model, the material Mat-Muscle
(MAT_156), which is based on the former S15-Hill-Type-Muscle material. With
this, several typical muscle experiments, the quick-release test, an eccentric
contraction tests and a concentric contraction tests, were executed numerically

to develop and validate the muscle model. For validation purposes in crash-test



scenarios it is recommended to use the concentric test, a test in which a muscle
is constrained at one end and loaded at the other end (Fig. 1). The muscle
shortens concentrically when activated as soon as the muscle force exceeds the
load.
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Figure 1: Muscle model for contraction test

The result of the simulation was compared to experimental time versus
shortening-velocity curves. It was found, that applying different loads result in

different time curves, as expected and can be seen in figure 2. The smaller the
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Figure 2: Time vs. velocity curve for the concentric contraction of a one-day old piglet
muslce for different loads. Experimental data is ploted wih crosses, the simulation result
with the solid line. (Giinther, Schmitt, & Wank, 2007)

load the faster the contraction and the bigger the displacement. This is also
pictured in figure 3, the results of the contraction test with LSDyna® muscle,
Mat-Muscle (MAT_156).

Currently, the activation of the muscle has to be described as a time-dependent
function. In the future a more sophisticated solution for the activation is
targeted at. Therefore further studies will be made on the activation dynamics
in form of differential equations, dependent on, for example, head acceleration
or velocity. It is necessary to use time independent muscle activation in order to
replicate all relevant crash scenarios and, thus, to develop proper safety
systems, since the level of muscle activation is state-dependent rather than

time-dependent, explicitly described by a function of time.
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A Comparison Between Dummy and Human Models
for Crash Simulations of Side Impacts

Christian Kleinbach - Jorg Fehr

Abstract In this paper an anthropometric test devices (ATD) and a human
model are compared in a simulation of a standardized side impact scenario. By
comparing the injury values of the most important body regions, both models
are evaluated.

Keywords Side Impact - Dummy Model - Human Model

1 Introduction

In 2012, side impacts made up the second largest collision type for passenger
cars in the US ([2],[5]). More than 3.8 million collisions with motor vehicles
in transport are reported in [5]. In 21.3 % of these collisions, the first harmful
contact happens at an angle. This is the second largest type of collision be-
sides rear end, front end, sideswipe and other collisions. When looking only at
fatal accidents, being defined as one with at least one dead person within 30
days after the crash, this type of collision is by far the most likely one. Fatal
accidents with the first contact at an angle are approximately three times as
likely as fatal rear end accidents and about twice as likely as fatal head on
accidents.

Side collisions are dangerous, mostly because of the small space available
between the outer shell of the vehicle and the occupants. The narrow space
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makes crumple zones impossible and results in short time frames available
for the deployment of safety devices. Contrary to the more symmetric load
in front impacts, the deformation of the door during the collision exposes the
human body to an asymmetric load in side impacts. High strain is put onto
the thoracic region, especially the ribs, by the intruding parts of the door.

Regarding the mechanical design of the body parts for the ATDs, high
demands result from the complex load case described above. This can also
be seen in history of the development of ATDs for side impacts. In many
cases, the biofidelity was questioned, which lead to the development of new
or improved dummy models. The transmission of forces from the upper limbs
over the shoulder region to the spine, the introduction and construction of
single ribs or their coupling to the spine are just some of the problems.

For crash simulations, finite element models of the ATDs can be acquired
from various sources. The simulation of crash scenarios with ATDs is necessary
during the development of new vehicles and safety systems but it transfers the
problems of the mechanical modeling to the finite element models. In order
to avoid these problems the intermediate mechanical model can be ignored,
and a finite element model of the human body is created directly. The Total
human model for safety (THUMS),from Toyota Company, is such a model.

Our aim is the comparison between the ES-2re and the THUMS model
in a standardized side impact scenario. The maximum rib deflection and the
vicious criterion of both models are compared with each other.

2 Test setup

The ES2-re dummy and the THUMS model are compared in a side impact
setup shown in figure 1. This setup is defined in the ECE R95 regulations
with a moving deformable barrier (MDB EEVC, 950 kg) impacting the car at
a 90 ° angle at a speed of 50 kTm The FE model of the barrier is provided by
the Livermore Software Technology Corporation (LSTC).

2.1 Vehicle model

The vehicle model used in the simulations is a 2001 Ford Taurus, for which the
FE model is publicly available through the Finite Element Model Archive at
the National Crash Analysis Center [4]. The FE model has a detailed interior
suitable for occupant simulations. However, it comes with the seats positioned
for a 5th percentile female dummy. Therefore, the seats are positioned for a
50th percentile dummy with information available in [7]. No airbags but a seat
belt with a retractor is installed in the Taurus model.
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Fig. 1 ECE R95 test setup for side impact.

Fig. 2 rib cage of the ES-2re Dummy model next to a human rib cage [1].

2.2 Dummy and human model

In side impacts, the thorax is one of the most important body regions. Due
to the complex structure, its modelling is difficult. Figure 2 shows the thorax
design of the ES-2re dummy next to a human ribcage. The ribcage of the
dummy is modelled with three seperate ribs, which are mounted with a spring
damper combination to the central body representing the spine. The ribs are
made of steel and are covered with foam and a rubber layer. They have exten-
sions reaching to the backplate on the impact side. The extensions are steel
stripes, which are supported by a needle bearing system in the backplate. This
creates a new load path from the spine to the ribs and is intended to cause
more realistic rib deflections. The FE model of the ES-2re dummy is provided
by Dynamore GmbH.

The THUMS is a detailed FE model of the human body. It contains the
skeletal structure, numerous organs, ligaments and other soft tissues. The
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model was validated successfully in various impact simulations, as an occu-
pant [6] as well as a pedestrian model [3]. The thorax, being modeled with
all organs and a detailed rib cage, is expected to show deformations in a side
impact very close to those of a human body. Therefore, a comparison with the
ES2-re dummy will show the differences of a human model in crash simula-
tions.

Acknowledgements The 2001 Ford Taurus model has been developed by The National
Crash Analysis Center (NCAC) of The George Washington University under a contract
with the FHWA and NHTSA of the US DOT. The authors would like to thank the Ger-
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Excellence in Simulation Technology (EXC 310/1) at the University of Stuttgart.
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Uncertainty quantification associated with the
mechanical response of femurs

Hagen Wille - Zohar Yosibash -
Martin Ruess - Ernst Rank

Abstract We consider material and loading uncertainties within the context of
patient-specific finite element analyses of human femurs. The influence of the com-
bined uncertainties on the predicted mechanical response is quantified using a trun-
cated polynomial chaos expansion and Smolyak integration. This non-intrusive ap-
proach is demonstrated by the finite cell method as a black-box solver. Numerical
results are presented and compared to a Monte Carlo simulation.

Keywords femur - uncertainty quantification - polynomial chaos expansion -
finite cell method

1 Introduction

Patient-specific finite element (FE) models of human femurs are based on data ex-
tracted from quantitative computed tomography (qCT) scans. The main difficulty
is to determine reliably the inhomogeneous material properties [1]. Moreover, most
FE analyses are aimed at demonstrating their accuracy with respect to in-vitro
experimental observations, where a well-defined load is applied mimicking the hip
contact force [2—4]. When used for clinical studies, however, both the physiological
load of a patient and its specific material properties are uncertain. Quantifying
the influence of the combined uncertainties is of importance, especially since these
nonlinearly affect the mechanical response. Our objective is to incorporate ma-
terial and loading uncertainties into a patient-specific FE analysis of a human
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femur, and to interpret the stochastic response clearly enough for biomechanical
applications.

2 Material and Methods

The deterministic mechanical response of a femur was shown to be well predicted
by the finite cell method (FCM) [5-7]. The FCM embeds the voxel-based geometry
of the femur in a simulation domain of high-order hexahedral cells following a reg-
ular Cartesian grid. Figure 1 illustrates this concept, which omits a computational
expensive segmentation and meshing procedure. The femur’s material behavior is
assumed to be linear elastic and isotropic. This requires two material constants:
Poisson’s ratio v = 0.3 and Young’s modulus E. The latter is related to a local
densitometric measure p,sn that is computed from the qCT scan of the femur.
Note that this approach accounts for the heterogeneous nature of bone tissue.

Because the relation between density and elasticity properties is based on ex-
perimental studies with a large scatter, we are uncertain about the correct conver-
sion for the specific femur under investigation. Therefore, we consider a stochastic
E-pasn relation [8]:

E =12000p%1 - Xg E in [MPa], paen in [g/cm?] (1)

Fig. 1 Deterministic simulation model of a human femur using the finite cell method. Dirichlet
boundary conditions are chosen such that the distal part of the shaft is clamped. The hip
contact force is applied as distributed load on a spherical cap resembling the shape of the
femoral head. Material constants are computed from the heterogeneous CT values (HU) with
the relations from [8].



where Xp ~ InA(0, 0.3167) is a log-normal random variable whose distribution
characterizes the scatter of the experimental data around the estimated trend.
Additionally, we consider a stochastic loading of the femur [9], which describes the
variability of hip contact forces measured in-vivo during going upstairs [10]. The
stochastic loading is characterized by three independent normal random variables:

Xp ~ N(0.97 - BodyW eight + 1465, 2777) F, BodyWeight in [N] (2)
Xa, ~N(15.25, 3.38%) Az in [deg] (3)
Xa, ~N(19.69, 6.49%) Ay in [deg] (4)

with F', A;, and Ay denoting the magnitude of the peak hip contact force and its
two corresponding angular directions, respectively.

As a result of the combined material and loading uncertainties, the patient-
specific simulation described above is stochastic. Denoting the deterministic model
by M and the input uncertainties by X = {Xg, Xr, Xa,, XAy}, we are interested
in the model response Y = M (X). Here, the random variable Y describes a specific
scalar quantity of interest, e.g. the total displacement or the largest principle strain
at a specific location. We approximate the distribution of Y with a truncated
polynomial chaos expansion (PCE) [11,12]:

Y =MX) =) ya¥a(Z) (5)
acA

where W, denotes an orthogonal basis of multivariate Hermite polynomials and
A represents a finite set of multi-indices. The independent standard normal ran-
dom variables Z are directly related to X through an isoprobabilistic transform
T,ie. X = T(Z). In order to determine the unknown PCE coefficients yu, the
orthogonality of the basis is used. It holds that:

Yoo = EY Wa(Z)] = /D M(T(2)) Wal2) fa(=) d (6)

with fz denoting the joint probability density function (PDF) of Z. The multidi-
mensional integral is to be numerically evaluated over the corresponding support
space Dz. At this point, a sparse quadrature scheme like Smolyak integration [13]
proves highly beneficial, as it circumvents the curse of dimensionality. Thus, the
computational model M needs to be evaluated only at a few Smolyak quadra-
ture points, each leading to a deterministic simulation of the femur with different
stiffness, load magnitude, and load direction.

Once the coefficients are determined, statistical quantities of interest can be
post-processed from Eq. (5). Mean and variance of Y are directly computed from
the PCE coefficients, because iy = E[Y] = yo and 6% = Var[V] = 2 acA\0 yZ.
In general, the PCE serves as a surrogate model and a sample set of response
quantities is generated by Monte Carlo techniques. These response samples are
then used to obtain an estimate of the PDF fy by kernel smoothing [11, pp. 67].
In combination with a limit state function also a probability of failure can be
approximated from these samples.



3 Results and Discussion

Based on the qCT-scan of a fresh-frozen femur of a 56 year old male donor [14] a
FCM model was created. Assuming a body weight of 800 N, we are interested in
the PDF of the largest principle strain at 884 post-processing points distributed
all over the femur. For every point the stochastic response is approximated by
a polynomial chaos of order p = 4 containing 70 coefficients. The corresponding
Smolyak quadrature scheme with accuracy level p 4+ 1 consists of 385 quadrature
points. Hence, only 385 deterministic simulation runs are necessary for quantifying
the stochastic response. This is significantly less than a Monte Carlo simulation,
which requires over 10,000 runs for being converged. In Figure 2 we compare the
approximated PDF of the PCE with the histogram of such an extensive Monte
Carlo simulation. Moreover, probabilities of failure are computed using a yield
strain of 7300 y as limit state [15].

The femoral neck region exhibits both the largest strains and failure risks
during going upstairs, just as the distal part of the femur shaft, which we assume
to be affected by the clamped boundary condition. However, all probabilities of
failure are very small (order of 10~%). This is reasonable given that the donor had
no skeletal disease.
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tive. We thank Dr. Iason Papaioannou from the Engineering Risk Analysis group at Technische
Universitdt Miinchen for helpful discussions on non-intrusive methods for uncertainty propa-
gation.
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Fig. 2 Post-processing example: at selected point in space the distribution for the largest
principle strain (E1) is approximated by a PCE. Colored spheres represent locations where the
probability of exceeding the yield strain is larger than 107°.
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Vehicle Safety using the THUMS”™ Human Models

Dirk Fressmann, DYNAmore GmbH

Abstract The Total Human Model for Safety (THUMST™) is a computa-
tional model of the human body suitable for crash simulations for pedestrian
and occupant safety applications. The following presentation will discuss some
aspects and primarily focus on a brief comparison between the THUMS model
version 3 and the recent model version 4. Geometric details are given and some
applications are presented.

Keywords Human Modeling - THUMS - Active and Passive Safety -
Simulation

1 Introduction

The THUMS”™ Human Models are actively developed by Toyota Motor Cor-
poration (TMC) and Toyota Central R&D Labs Inc. in cooperation with addi-
tional research institutes like the Wayne State University since approx. 2000.

Reproducing the anatomical geometry and basic biomechanical properties
of the human body (e.g. skeletal structure, joints, bone stiffness or skin flex-
ibility), the THUMS models represent an additional tool to evaluate injury
risks and support the development of passive and active safety systems. Older
model versions are primarily used to simulate the kinematical behavior of the
human body or evaluate stress and strain distributions within the bones and
joints. The most recent model version 4 shows a much more detailed modeling
technique and can thus additionally be used to analyze more complex injury
mechanisms.

In the following, the main focus should be given on a comparison of the
recent model version 4 and the previous version 3 which is still in heavy use
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by various car manufacturers. Details and properties of the THUMS models
are presented and some example crash situations for pedestrian and occupant
safety simulations are addressed.

2 Model Versions and Variants
2.1 Model Variants

The model is available as an occupant and a pedestrian model version and -
in its standard size - represents a 50%ile adult male (AM50).

The occupant model is primarily used in occupant simulation environ-
ments, e.g. for seat, belt and airbag development in a driver and co-driver
posture and the evaluation of injury risks in various crash situations (frontal,
lateral and rear). Newer applications are also addressing a pre-crash phase,
where the human model is used to estimate the motion of the human driver
prior to the actual crash phase, e.g. during a lane change or a braking maneu-
ver. However this is still under heavy development since it requires a stabilized
human model and a reactive muscle behavior of the model.

The pedestrian models on the other side are used for pedestrian safety
simulations, where especially the impact location and time of the head on the
engine bonnet or the windscreen is of interest to develop active and passive
pedestrian safety systems. Here a variety of different postures, stances and
also model sizes can be taken into account. Especially the small female (5%ile
female model AFO05), the 6 year-old child (6YO) or the large male (95%ile
male AM95) are frequently used and are also partly available in the THUMS
model family.

2.2 Model Versions

Currently available and in active use are the model versions 3 (2008) and 4
(2010 - update to version 4.01 in 2012) - see [1] and [2].

The model version 3 is a simplified representation of the human body,
covering mainly the skeletal structure, joints, the flesh, simplified organs and
a very detailed head (cf. Fig. 1). The geometry is mainly based on literature
data, whereas the head structure was gained from medical CT scan data. The
model is primarily used for kinematical evaluations in various crash situations,
where the kinematical sequence of the human body is of interest. Additionally,
stress and strain evaluations can possibly be performed for the bones and the
joints and due to the fine representation of the head, skull and brain injury
evaluations might also be possible, depending on the validation basis.

The current model version 4 on the other side is a completely new model
based on medical CT scans of a 39year old male (cf. Fig 2). Thus the model
represents a very realistic geometry and the detailing of joints, the head, skin
and flesh layers was considerably increased. New developments involve a very
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Fig. 1 THUMS Version 3 Model Details

|

Fig. 2 THUMS Version 4 Model Details

fine internal organ modeling, 3D ligaments and improved materials, such that
not only the kinematical response of the human body can be investigated but
also a deeper analysis of injury mechanisms in various areas of the human
body is now possible.

3 Applications

In the meantime, both model variants and versions are widely used in different
pedestrian and occupant safety simulations.

Pedestrian simulations (cf. Fig. 3) are typically used to evaluate the kine-
matics of the human body on the bonnet during a pedestrian crash situation.
Active and passive safety systems can be tested and improved. Efforts to es-
tablish the human models within regulatory testing procedures are on the way.

In occupant safety simulations (cf. Fig. 4), the THUMS models are used
together with seat and belt models, as well as airbag models. The efficiency of
theses safety systems can be tested and improved, as well as possible injuries
can be evaluated.
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Fig. 4 Example for a typcial occupant crash situation

4 Summary

To summarize, model version 3 is a simple, but computationally very efficient
model of the human body with limited evaluation possibilities. If one is only
interested in the kinematical behavior of the human body in various crash
situations, this model is completely sufficient. Model version 4 on the other
hand represents a new generation of human models, where the human body
is captured in much more detail. This eventually leads to a rather fine model,
which is computationally much more expensive and also sets higher demands
on the engineers knowledge about biomechanics and possible result extraction
possibilities. Both models are actively used and have their own strenghts and
limitations.

Further information can be found in [3], [4], [5], [6] and references therein.
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Modeling Active Human Muscle Responses during
Driver and Autonomous Avoidance Maneuvers
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Karin Brolin

Abstract Integration of pre-crash and in-crash safety systems has a potential
to further reduce car occupant fatalities and to mitigate injuries. However,
the introduction of integrated safety systems creates new requirements for
Human Body Models (HBMs) as occupant kinematics must be predicted for
a longer period of time, in order to evaluate the effect of systems activated
before the crash phase. For this purpose, a method to model car occupant
muscle responses in a finite element (FE) HBM have been developed, utilizing
feedback control of Hill-type muscle elements. The model has been applied
to study occupant kinematics under the influence of autonomous and driver
braking deceleration. Ongoing work aims at extending the model to be able
to also capture human responses to lateral and oblique pre-crash loading.

Keywords active muscle - occupant kinematics - feedback postural control -
human body model - finite element
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1 Introduction

With increasing computational power available, numerical simulation has be-
come an important tool for all types of product development, especially in
the automotive industry. To evaluate the risk of injury in a simulated vehi-
cle crash, models of the occupants are needed. In physical testing this task
is performed by mechanical models of the human, anthropomorphic test de-
vices (ATD). Numerical models of ATD exist and are used extensively, but
more detailed responses can be evaluated if the occupants are represented by
an HBM, directly representing the anatomical structures and materials of the
human body.

Even though HBMs more closely resemble the actual human body, many as-
pects of the human anatomy and mechanical properties of living tissue remains
to be incorporated. One such feature is the inclusion of active musculature
and control of the muscles, which has only to a limited extent been included
in HBMs to date [1,3,4].

Emerging integrated safety systems has the potential to decrease impact sever-
ity through, for instance, autonomous braking [2,15] or steering [5]. Further-
more, sensory information and decision algorithms enable occupant restraint
activation to start before impact[6,16]. The duration of and load level present
in the pre-crash phase requires human active muscle responses to be taken
into account as they will have a major influence on the kinematic response of
the occupants. For the evaluation of these types of integrated safety systems,
there is a need for the inclusion of actively controlled muscles in HBM.

2 Method

In our work, the THUMS version 3.0 AM50 occupant model [17] is used. Its
anthropometry is based on the 50th percentile male reported by Robbins et
al. [14] and it consists of approximately 68 100 solid elements, 75 700 shell
elements and 3400 one-dimensional elements. The model contains rigid bodies
(e.g., the vertebrae) and deformable bodies (e.g., the intervertebral discs, ribs,

skin, and internal organs). For the simulations, the explicit FE solver LS-
DYNA (LSTC Inc., Livermore, CA, USA) is used.

2.1 Muscle Implementation

A total of 394 Hill-type line muscle elements have been added to the THUMS;
178 for the cervical spine, 110 for the lumbar spine, 14 abdominal, and 23 for
each upper and lower extremity (Figure 1). For each of the muscles, active
muscle stress is computed according to [9]:

o= (Na(t)*f’v(v)*fl(l)+fpe(l))*amax+ad (1)

where Na(t) is the muscle activation level determined by the controllers, de-
scribed in Section 2.2.
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Fig. 1 Active HBM in a driver braking simulation [13], picture adapted from [9]. The soft
tissues not shown to disclose the musculoskeletal structure of the model.

2.2 Muscle Implementation

In the maintenance of a reference position, postural control, the human cen-
tral nervous system employs a feedback control strategy, i.e. stabilizing muscle
activations are generated in response to external perturbations [7]. This is im-
plemented for the FE HBM through the use of seven proportional, integral,
and derivative (PID) controllers, as generic representations of muscle spindle
feedback and vestibular reflexive stabilization.

The controllers use the angle of the head, neck, lumbar spine, and humerus
shoulder relative to the vertical axis, and for the elbows between the ulna
and humerus, to generate the control signals u(t). These are torque requests
that are actuated by the muscles of each controlled body segment, which are
grouped as either flexors or extensors, and each receive a muscle activation
level Na(t) determined through closed loop control [9].
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Fig. 2 Schematic representation of the neuromuscular feedback control model used in the
Active HBM. Adapted from Osth [9].

3 Applications

The Active HBM and the feedback control method has been applied to study
the response of the upper arm to impact-like pertubations [12], for model-
ing of car passenger responses in medium braking interventions [11]. Further-
more, the Active HBM was used to study driver responses to unexpected au-
tonomous braking interventions in combination with reversible pre-tensioned
restraints[10] and in driver voluntary braking [13].

4 Ongoing Work

The next step in this work is to extend the controller implementation to simu-
late postural control in omnidirectional load cases such as autonomous steering
and braking interventions. This task is not trivial as it is not as clear in these
load cases, in particular for the neck and trunk, which muscles are agonists and
which are antagonists. Current research on volunteer muscle activation pat-
terns in multi-directional perturbations show that various neck muscles have
distinct directional dependence and muscle specific contraction levels [8]). It
might be a feasible solution to modify the control signal so as to regulate
actuation by individual muscles rather than agonist and antagonist groups.
To validate the response of the modified HBM, volunteer experiments will be
performed to gather data on the human kinematic and muscle response during
steering and combined steering and braking maneuvers.
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Abstract Christian Mayer, Daimler AG, Sindelfingen

On the route to ,Autonomous Driving” — A New Quality of Passive Safety and it's

numerical development & assessment tools.

Currently the term ,Autonomous Driving“ is often considered as a synonym for a
successful implementation of “Vison Zero” or the “Vison of accident free driving”.

The first part of this paper will therefore discuss latest development and also the
general framework of different levels of ,Autonomous Driving“ and it's system
characteristics. Also the human factor and the influence on vehicle and traffic safety
are presented. We will show that on the one hand systems which will offer
autonomous driving in certain areas and specific use cases are very close to market
introduction and on the other hand accident free driving will still be a vision for more

than one decade.
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This means, that also Passive Safety and related systems and development tools will
play an indispensable role within an Integrated Safety approach and the next vehicle
generations.

However, these new systems, technologies and driving conditions will open up also
potential for a New Quality of Passive Safety. The pre-crash phase and related
preventive safety systems and functions will be much more extended towards normal
driving conditions respectively autonomous or semi-autonomous driving phases.
Safety systems which will interact with the occupant in operating conditions “comfort”,
“preventive” and finally “adaptive protection” characterize this new functionality.
Especially this area and the needs for evaluation and development tools also for

these systems opens up now new applications for numerical and virtual methods.
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The second part of this paper will therefore highlight the — at times dramatic progress
of these development tools in the field of vehicle and occupant safety within the last
decade and will finally show, that now numerical human models offer greatest
potential.

As a tool for the development and the assessment of automotive safety systems
dummies, also known as ATD — Anthropomorphic Test Dummy/Device-, are used
over the last 50 years — successively updated in terms of mechanical design, injury

criteria and, most relevant, biofidelity. Meanwhile also numerical dummy models are



established and widely used. As a next step in the field of numerical simulation and
“Virtual Testing”, and this is, of course, widely commented, numerical human models
will be used as a supplemental tool to investigate the biomechanical impact of safety
and restraint systems much more in detail. They, in principal, offer especially in the
field of “real life safety” or “individual safety” potential for specific and dedicated

improvement.
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Application of these human models within the evaluation of a “New Quality of Passive
Safety” demands now also the implementation of active muscles and human
behavior. First results from related research projects and volunteer studies clearly
show, that only virtual human models will offer potential for further development and

applicability in this area.
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Coupling and boundary constraints for a
NURBS-based immersed boundary approach

Martin Ruess - Yujie Guo

1 Introduction

Over the past few years isogeometric methods have emerged to be serious
competitors in the various fields of numerical simulation, e.g., solid mechanics,
fluid dynamics and various multi-physics problems. In comparison to estab-
lished concepts based on finite elements, isogeometric methods have proven
their superiority in many respects by a large number of benchmark problems
and proofs-of-concepts, revealing an increased accuracy per degree-of-freedom
and unique higher order approximation and continuity capabilities. Within
this context, the initial idea to bridge the gap between computer aided ge-
ometric design (CAGD) and finite element analysis (FEA) by supporting a
more tightly connected interaction of design and analysis faces the challenge
of a simple and flexible model generation for complex industry-relevant prob-
lems, often assembled from numerous trimmed and non-conforming NURBS
patches. The inherent need for multi-domain coupling in isogeometric meth-
ods has been addressed in a number of researches following several concepts
adapted from, and often extending, domain decomposition methods developed
in the framework of large-scale finite element simulations [1-3]. Considering the
coupling of domains as a problem of mutually depending essential boundary
condition problems, in general, allows the use of the same conceptual approach
for a reliable enforcement of the constraints of both problems [3]. Besides a
strong enforcement of boundary condition and coupling constraints, weak for-
mulations have a long tradition commonly providing a much higher degree
of flexibility in the geometric modeling process at the price of an increased
complexity of the mathematical model and the associated solution process.
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Fig. 1 Geometry principles of isogeometric analysis and the finite cell approach (left),
composed adaptive numerical integration scheme for immersed boundaries (right).

With this contribution we give an overview about recent developments for
the weak enforcement of boundary conditions and coupling constraints in iso-
geometric methods [5,6]. In particular, we focus on the coupling of thin-walled
shell models with partly immersed boundaries and/or models assembled from
trimmed and non-conforming patches, cf Figure 1. The trimming problem is
one of the central problems in isogeometric analysis which requires a powerful
analysis concept to avoid further domain decomposition or re-parametrization.

We propose a fictitious domain extension to isogeometric analysis based on
the principles of the finite cell method (FCM), the NURBS-version FCM [7,
4]. The main ingredients of the FCM include adaptive integration towards the
immersed physical boundary of the model, the use of higher order NURBS ba-
sis functions and the weak enforcement of coupling and boundary constraints.
Originally developed for embedding domains on Cartesian grids the presented
NURBS-version FCM exploits the smoothness and exactness of the computer-
aided-design (CAD) based geometric model description.

We will highlight the challenges, the potential and the limitations of the
NURBS-version FCM for thin-walled structures and Kirchhoff-Love shell mod-
els. We will further demonstrate a Nitsche-based extension of the equations
governing the elasticity problem that turns out to be well-suited for both,
weakly enforced essential boundary conditions and weakly enforced coupling
constraints. We will show that the adaptive integration scheme is a suitable
and powerful concept to tackle any geometric complexity of the conforming
and non-conforming trimmed patches at reasonable costs. We study the ac-
curacy, reliability and convergence properties of the proposed approach with
several benchmark problems and examples from engineering practice.
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A Task-based Finite Cell Implementation on Xeon Phis

Tobias Weinzierl

1 Introduction

Spacetrees as generalisation of the quadtree/octree concept [6,8] have established
themselves as mature paradigm to realise structured adaptive mesh refinement
(AMR) codes in high performance computing architectures. Fictitious domain
methods such as the finite cell method (FCM) [5] have established themselves
as mature paradigm to realise solvers for partial differential equations (PDEs)
on complicated domains. Both rely on a Cartesian paradigm. One strength of
FCM is that it overcomes the O(h) accuracy constraint of Cartesian grids that are
not aligned to the boundary. At the same time, it preserves the simplicity of the
Cartesian mesh. One strength of spacetrees is that they overcome administrative
overhead for adaptive grids that change throughout the solution. At the same time,
they preserve the simplicity of recursive Cartesian representations. Consequently,
a merger is a promising approach to bridge the gap from PDEs on complicated do-
mains to supercomputers for elliptic problems discretised with higher order finite
elements.

Our work relies on some recently published techniques embedding small regu-
lar Cartesian meshes into a spacetree [7]. These patches are surrounded by a ghost
layer. This allows computational kernels to evaluate shape functions per patch
without interfering with neighbouring patches once they are properly initialised.
The patches plus the kernels define computational tasks. Within the patches,
FCM integration can replace unmodified B-spline integration straightforwardly.
Our work briefly discusses a choice of minimal patch and ghost layer sizes for a
given B-spline order to preserve the no-overhead characteristics of spacetree codes.
Starting from such a basis, we focus on matrix-free matrix-vector product evalu-
ations, i.e. matrix-vector product evaluations that can be done in one grid sweep
and do not rely on an explicit assembling of a system matrix. This is an important
building block of many iterative solvers such as multigrid or Krylov methods; in

Tobias Weinzierl

School of Engineering and Computing Sciences, Durham University, Stockton Road, Durham
DH13LE, Great Britain

E-mail: tobias.weinzierl@durham.ac.uk



2 Tobias Weinzierl

particular if the solver is very sophisticated and requires only few matrix-vector
evaluations to convergence or before the grid is refined. Four algorithmic aspects
dominate our work.

First, we discuss a generalisation of the bi-subdivision property of B-splines
to arbitrary partitioning factor. It is well-known that a B-spline of order p on a
mesh of mesh width h can be constructed from two B-splines of order p — 1 on a
mesh of mesh width h in 1d. Higher dimensions then result from tensor products.
It is also well-known that a B-spline of order p on a mesh of mesh width h can be
constructed from B-splines of order p on a mesh of mesh width h/2 [1]. While the
formal proof of the extension is basically a technical exercise, arbitrary subdivision
numbers allow us to formalise Cartesian embeddings on the spacetree that break
the k restriction for a spacetree relying on k-partitioning. We can choose Cartesian
embeddings per grid level flexibly and thus tailor our grid layout to problem needs.

Second, we discuss an application of the MLAT/HTMG idea [2,3] to matrix-
free B-spline/spacetree finite element spaces. MLAT reduces an AMR matrix-
vector product to simple d-linear interpolation and injection plus compute kernels
acting on regular Cartesian subgrids, i.e. patches. It relies on overlapping nested
grids, kind of a generating system [3], which picks up an inherent property of
spacetrees. With MLAT, the major building block of an AMR code remains the
regular grid matrix-vector kernel, augmented by a second kernel realising the d-
linear interpolation according to the B-spline subdivision properties discussed.
The scheme thus is even simpler than similar techniques proposed [1,4,5]. An
application of this technique yields plain matrix-free AMR.

Third, we discuss the interplay of a proper Cartesian patch size choice with
current hardware architectures. Following [7], we reiterate that the smaller the
embedded grids the better the ratio of solution accuracy to memory footprint.
However, small Cartesian grids do not anticipate recent hardware trends. Manycore
architectures in particular require high arithmetic intensity on big regular data
structures. And the overhead to administer floods of very small tasks is in general
not neglectable. While high order B-splines yield high arithmetic intensity, the
architectures’ hunger for big data structures contradicts a low global memory
footprint. We thus pick up the block fusion concept from [7] and tailor it to our
FCM kernels. A tailoring allows us to specify our matrix-free solver on very small
Cartesian patches. This yields a good accuracy to memory ratio. In subregions
of the computational domain that are resolved by regular spacetree grids, i.e. by
assemblies of patches of the same resolution, the algorithm automatically fuses
these patches into a bigger patch and thus yields a higher throughput. In terms of
multicore tasks, tasks are merged.

Finally, we discuss the interplay of FCM’s adaptive integration and multicore
architectures within the proposed spacetree paradigm. We start from the obser-
vation that a spacetree yields the required adaptive integration grid, if we allow
spacetree levels that are refined further than the actual compute grid. The com-
pute grid, i.e. the patches, is embedded into the spacetree and do not neccessarily
reside exclusively on the spacetree leaves anymore. Furthermore, we observe that
iterative schemes do not necessarily require perfectly integrated operators—they
may start with an approximation of the operator. While multiple iterative sweeps
are performed, we then can improve the operator as well. As a consequence, we
propose a temporarily overlapping integration/matrix-vector evaluation scheme
where a spacetree traversal on the one hand evaluates the matrix-vector prod-
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uct. On the other hand, it spawns additional tasks working on the same meshing
paradigm. These tasks integrate the operator better and better and feed the result
of this improved integration back into subsequent matrix-vector evaluations.
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Mesh-to-Particle Coupling for Hybrid
Mbolecular-Continuum Simulations

Philipp Neumann

Abstract We revise the design of our macro-micro-coupling tool for hybrid
molecular-continuum simulations in fluid dynamics. A particular focus lies on
the application of the Cartesian grid data structure which is used for data
transfer between the continuum and the molecular dynamics (MD) solver. We
demonstrate our approach in a coupled scenario using the spatially adaptive
Lattice Boltzmann framework wal.Berla and the MD package LAMMPS.

Keywords Mesh-to-Particle - Molecular Dynamics - Lattice Boltzmann -
Coupling - Macro-Micro-Coupling Tool - Molecular-Continuum

1 Introduction

Molecular-continuum simulations are a promising approach e.g. in fluid dy-
namics to allow for virtual multi-resolution of computational domains. The
computational domain is split into a large region where a coarse-grained, e.g.
mesh-based Lattice Boltzmann, fluid solver is applied and a (typically) small,
fine-grained region where the fluid flow is described by means of molecular dy-
namics (MD). Both coarse-grained and MD simulation are coupled based on
mass, momentum and/or energy transfer. One particular issue in molecular-
continuum simulations is constituted in switching between particle- and mesh-
based perspectives.

In the following, we revise the macro-micro-coupling tool [1,2] which is
meant to support the developers of new coupling algorithms. In Section 2
we describe the coupling tool with particular focus on the underlying data
structures and the mapping from mesh- to particle-based descriptions. We
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Fig. 1 Design of the macro-micro-coupling tool (a) and mesh-to-particle mapping (b)[1].
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subsequently provide results for hybrid Lattice Boltzmann-molecular dynamics
(LB-MD) simulations in Sec. 3 using our coupling tool.

2 The Macro-Micro-Coupling Tool: Mesh-to-Particle Mapping

Fig. 1 gives an overview of the overall design and functionality of the macro-
micro-coupling tool [1]. A Cartesian grid data structure is encapsulated inside
the coupling tool and is used for the transfer of hydrodynamic quantities (such
as mass or momentum) between macro- and microscopic simulations. The re-
spective grid cells are referred to as macroscopic cells in the following. The data
structure is designed such that the macroscopic cells always reside on the same
process as the corresponding computational domain of the MD simulation.

This is advantageous for several reasons. First, linked cell data structures
which are often used in MD simulations to speedup computations can im-
mediately be re-used by the macro-micro-coupling tool, e.g. to iterate over
the molecules (MoleculeIterator, see Fig. 1(a)). In this case, the size of the
macroscopic cells (see green cell in Fig. 1(b)) needs to be a multiple of the
linked cell size. Alternatively, a different MoleculeIterator (see Fig. 1(a))
can be defined by the MD simulation which allows for more flexibility in the
choice of the cell size. Still, in order to yield consistent force evaluations or
particle insertions, the macroscopic cell size needs to be larger than or equal
to the cut-off radius used in the respective MD simulation.

Second, interpolation and sampling is established strictly locally on each
MD process in parallel scenarios; currently, up to second-order interpolation is
possible while retaining the strict locality [2]. If the macroscopic cells resided
on other processes, significant communication overhead would be introduced.
For example, in case of local sampling of mass or momentum from the molecule
configurations inside each macroscopic cell, the sampled quantities would need
to be sent to the respective process in each sampling step.
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Fig. 2 Velocity field in a channel flow experiment. The MD region is embedded near the
outlet in the middle of the channel (white cubic box). Three levels of refinement are applied
around the MD region. The white line through the center of the MD box corresponds to the
cross-section for the evaluation of velocity profiles, see Fig. 3(a).

In order to have consistent data/molecule configurations on all processes,
synchronise() methods need to be implemented by the MDSolverInterface
(see Fig. 1(a)) and thus provided to the coupling tool. This step is strongly
dependent from the MD implementation. For example, in case of particle in-
sertion/deletion due to mass transfer, a sychronisation may be achieved by
updating the molecule information close to the process boundaries on all pro-
cesses of the MD simulation.

3 Molecular-Continuum Channel Flow Simulation

A coupling of the spatially adaptive Lattice Boltzmann framework waLBerla!
[3] and the MD package LAMMPS? [4] was established using the macro-micro-
coupling tool. Figure 2 shows the setup of a channel flow scenario: the inner
white cubic box is resolved by MD whereas the whole computational domain
is covered and solved by the Lattice Boltzmann method; for details on the
underlying steady-state coupling algorithm, see [2]. The parameters required
for the coupling are listed in Tab. 1.

The velocity profiles of the pure LB and the LB-MD solution are shown
in Fig. 3(a). They are in good agreement, with thermal fluctuations visible in
the LB-MD solution. Strong scaling experiments for the underlying scenario
were conducted on the bulldozer partition of the MAC-cluster®. Good scaling
behaviour is observed for the coupling on up to 1024 cores, corresponding to
16 bulldozer nodes, cf. Fig. 3(b).

1 www.walberla.net

2 lammps.sandia.gov
3 For details on the hardware architecture, see http://www.mac.tum.de/wiki/index.php/MAC_Cluster.
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Channel size 1920 x 960 x 960

MD domain size 120 x 120 x 120

MD model Single-centered Lennard-Jones,
e =1, 0 =1, cut-off radius r. = 2.5

Thermodynamic state (p,T) =(0.6,1.8)

Kinematic viscosity v=1.5

Relaxation time (BGK) in LB 7 =0.65

Time steps LB per coupling cycle nLB =80 000

Time steps MD per coupling cycle nMD = 4 000 000

Time step size in MD dtMDP =0.002

LB velocity relaxation factor, cf. Eq. (17.5) in [2] AEB =01

MD velocity relaxation factor, cf. Eq. (13.11) in [2] | AMP =0.05

Coarsest mesh size in LB dxceerse =10.0

Finest mesh size in LB dzfme =25

Table 1 Parameter settings for the LB-MD channel flow simulation.

n P 1000 - - Igeal K

—o— Total Speedup -

i 10 100 1000
# cores

3
0 20 40 60 80 100 120 140 140 180 200 220 240 260 260 300 320 340 360 360 400 420 440 440 480

(a) (b)

Fig. 3 Velocity profile along the cross-section of the channel flow for pure LB and hybrid
LB-MD simulation (a) and strong scaling of this scenario (b).
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Local Time-Stepping Along Coastlines For Tsunami
Simulations

Kristof Unterweger - Roland Wittmann

Abstract To cope with the different occurring scales in Tsunami simulations—the global
propagation of the wave and the local effects of the coastline impact—often adaptive mesh
refinement (AMR) is used. Explicit time integration demands here usually for finer time
steps in the finer parts of the grid compared to coarser parts. However, along coastlines, the
shallower bathymetry leads to a slower wave speed and, hence, allows for larger time steps.
Classical AMR schemes apply the same time step size for all cells of the same resolution.
In this work a different approach for local time-stepping is tested in coastline scenarios to
investigate the benefit of exploiting larger time step sizes in these areas.

Keywords Adaptive Mesh Refinement - Complex Geometries - Local Time-Stepping

1 Introduction

The simulation of large-scale waves is an important tool to get a better understanding of the
creation, propagation, and effects of Tsunamis. For this purpose usually the shallow water
equations are used that reduce the three-dimensional ocean domain to a two-dimensional
representation which allows an efficient computation.

The propagation of a wave across an ocean takes place at scales of thousands of kilo-
meters with wavelengths of up to several hundreds of kilometers. Hence, resolutions in the
order of kilometers are sufficient to yield reasonable results. However, when a Tsunami wave
approaches the coast and the water is getting shallower, the wavelength decreases down to
hundreds of meters. For this wavelength, the bathymetry of the sea floor as well as the ge-
ometry of the coastline needs to be resolved with resolutions in the order of meters [1, 2].
This gap between resolutions is usually bridged by using dynamically adaptive grids.
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2 Local Time-Stepping

Wave propagation simulations demand for explicit time integration schemes which are re-
stricted in the allowed time step size due to stability. The maximally allowed time step size
depends on the resolution: Fine cells lead to small time step sizes. Global time-stepping
schemes apply the global minimum of the allowed time step size on every cell in the simu-
lation. This provides a stable solution, but has two major disadvantages: The computational
effort is much larger than necessary and the numerical diffusion is increased if the taken
time step size for a cell is far below the maximally allowed time step size for this cell [3].
Local time-stepping schemes are used to circumvent these disadvantages, so to compute
simulations faster and to yield a better solution.

2.1 Resolution-Based Local Time-Stepping

The classical approach for local time-stepping is based on the resolution of a cell or a certain
part of the grid. That means, if a part of the grid (called subgrid in the following) is refined
in space, the same refinement factor is applied to the time step size within this subgrid. One
central aspect is that integer refinement factors are required between all cells. The general
idea is described in [4] and the according implementation can be found in [5].

While this approach has been proven to work very well in many cases [6, 7], it has a
significant drawback when applied on Tsunami simulations: As described before, in real-
world scenarios the grid has a much finer resolution along the coastline, which leads to
very fine timesteps in this area. However, the wave speed corresponds to 1/gh, where g is
the gravitational constant and 4 is the water height above the sea floor. Hence, close to the
coastline, where the grid has a fine resolution, # is relatively small and, thus, the wave speed
becomes small as well. So, larger time steps would be possible here, compared to the time
step size stemming from the resolution-based local time-stepping.

In a mere resolution-based approach, this can only be treated by choosing different re-
finement factors for time and space [2, 8]. However, these refinement factors apply globally
for the given resolution. So, a careful selection of the refinement factors throughout the
grid’s hierarchy is required, which also depends heavily on the used refinement criterion
and, thus, on the shape of the coastline’s geometry.

2.2 Stability-Based Local Time-Stepping

We proposed a different approach to local time-stepping in [9] and implemented this scheme
in the software PeanoClaw'. Here, the time step is not chosen with respect to the local
resolution but the actual stability criterion for the numerical scheme is evaluated for a certain
subgrid. Hence, a time step size is taken so that a certain CFL number is reached.

The main difference to the classical approach is that the refinement factors in time are
decoupled from the refinement factors in space and that the temporal refinement factors do
not have to be integer ratios. Furthermore, cells with the same resolution do not have to take
the same time step size, but can take time steps of arbitrary length. That means, that parts of
the grid can advance with a different time resolution than others, independent of the actual
spatial resolution. This allows Tsunami simulations to use a larger time step size for a fine
resolution if the stability criterion allows this due to a lower wave speed.

! https://github.com/wwwSsccs/peanoclaw
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. 7

Fig. 1 A schematic view of the scenario is given on the left. Here, the gray areas represent areas of constant
depth (hy: deep area, hy: shallow area), while the blue circle represents the radial breaking dam. On the right
the bathymetry is shown in a perspective view. Colors represent the depth.

Fig. 2 The scenario in the initial state (left), during the deep-water propagation of the waves (middle), and
towards the end of the simulated time (right).

3 Benchmark Scenario

To show the benefit of the stability criterion-based local time-stepping, an artificial ocean
scenario is used: The simulated domain contains a deep water area with constant depth
(hg = 100m) and a shallow water (hy; = 10m) area representing the coastal region along
three of the four sides of the domain. There are linear ramps as transition between the deep
and the shallow part as can be seen in Figure 1. The domain size is 1,000 x 1,000 meters.

The initial ocean surface has the same absolute height throughout the domain but for a
cylindrical area that is elevated above the rest of the domain. That means, the scenario rep-
resents a classical radial breaking dam with a piece-wise linear bathymetry. It is simulated
until the first wave front hits the coastline boundary (see Figure 2).

4 Results

The described scenario is simulated with three different grids. In all cases, every cell is
flagged for refinement that represents the shallow part of the domain. The coarsest cells
always have a size of about 6 x 6 meters, while the spatial refinement factors between two
grid levels is always 3. So, for one level of adaptivity the fine cells have a size of about 2 x 2
meters, for two levels of adaptivity about 0.69 x 0.69 meters, and for three levels about
0.23 x 0.23 meters. The cells are assembled into subgrids of 18 x 18 cells each.

For every grid g the number of performed cell updates c, is measured and the theoretical
number of cell updates required by an optimal resolution-based AMR simulation r, is com-
puted. The potential speedup for grid g is computed as s, = ;—i. Figure 3 shows these ratios
of cell updates. The number of cell updates can be reduced by a factor of 1.8 for one level
of adaptivity, by a factor of 2.8 for two, and by a factor of 4 for three levels of adaptivity.
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Fig. 3 The speedup achieved with different adaptivity patterns (left) and the resulting grid with one level of
adaptivity (right).

5 Conclusion

The results are artificial as the used scenario does not resemble a real geometry and the
potential speedup is determined against a theoretical model. Additionally, the results were
found to be sensitive with respect to the scenario setup. However, the estimation of the cell
update reduction ratio was done conservatively and show a significant potential for improv-
ing the simulation performance. Furthermore, the simulated scenario only represents a local
wave propagation system, were the ratio between shallowest and deepest region is only ten.
In global systems, the differences in depth and, thus, wave speeds can be significantly larger.

For massive parallel simulations, the stability-based approach reduces the global depen-
dency of the time-stepping scheme. This can reduce the global communication demand and,
hence, may result in better scalability. However, investigations on real-world setups would
be required to get reliable information.
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Spacetree-based adaptive meshing of complex
geometries

Roland Wittmann - Kristof Unterweger

Abstract We study adaptive mesh refinement in flood simulations where
we have to deal with complex geometries like terrain data or buildings. For
this, we use both structured and unstructured meshes in a geometric multi-
grid scheme to allow efficient and accurate simulations on large scenarios. We
present strategies for data exchange between different mesh types and different
grid levels while maintaining computational efficiency.

Keywords adaptive mesh refinement - domain decomposition - geometric
multigrid - mesh coupling

Adaptive mesh refinement (AMR) is a valuable technique to reduce compu-
tational effort and preserve numerical accuracy. It yields regions with a rather
high cell density, where accuracy demands for it, while other areas of the com-
putational domain hold a coarse mesh. Furthermore, if areas of high refinement
change dynamically over time, the assignment of computational resources has
to be adopted to the new mesh constellations permanently. A good example
for codes benefiting from AMR are hyperbolic equation solvers: Regions of the
computational domain where the wave runs through require high refinement
and hence a lot of computational resources. In contrast, the remaining regions
with low activity require far less computational work. Ideally, most resources
should be assigned at the wave front throughout the whole simulation while
keeping the amount of work balanced to some extent on all involved resources.
In Figure 1, we simulate rainfall with an intensity of 50 mm/h in the Mecca
mountain area to determine which areas might be affected by flooding. We
are using the FullSWOF2D[2] solver package, which solves the shallow wa-
ter equations with added rainfall and friction terms. Additionally, the solver
was specifically designed for simulating rainfall in agricultural areas. There-
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Fig. 1 Rainfall simulation with an intensity of 50 mm/h in the Mecca mountain area.

fore, it is able to handle dry-wetting effects which is a very essential feature
for our scenario.. The computational domain for the Mecca mountain area
has a size of 16 km x 9 km and our topography dataset has a resolution of
1m. The corresponding dataset was kindly provided by the Visual Computing
Center at KAUST. Due to the size of the domain and due to the fact that
the FullSWOF2D solver software was designed for regular grids, we integrated
this solver into PeanoClaw|[6]. This allows us to enhance the original solver by
adaptive local time stepping and we also get free parallelism through the Peano
framework[8] on which PeanoClaw is based. The basic idea is to decompose a
domain into a hierarchy of sub-domains, where each sub-domains is made of a
fixed number of rectilinear cells. The interfaces between these sub-domains are
then handled through exchange of halo-layers as well as through spatial and
temporal interpolation or extrapolation. However, the solver cannot simply
use the dataset because we are dealing with different mesh types: Both the
FullSWOF2D solver as well as PeanoClaw expect a rectilinear mesh while the
terrain dataset is a triangular mesh, which was generated through a restricted
quadtree triangulation method. An overview for quadtree based triangulations
can be found for instance in [4]. Though it is easily possible to use interpola-
tion and sampling techniques to map grid points from one mesh type to the
other, this approach ignores the valuable properties like the hierarchical struc-
ture of the underlying triangular mesh. Moreover, in this particular scenario
we are not only dealing with terrain data but also with buildings which are
given the by models, created by Computer-aided design, or point cloud data.
While there might not be a notable difference for the solution when we use a
rectangular approximation for the terrain surface due to rather large scales,
there is a notable different for buildings with complex surfaces, which have to
be represented as accurately as possible in the simulation. Even if we would
represent it with a very fine mesh, this would also decrease our possible time
steps due to the CFL condition of the underlying solver. Hence, our objective
is to represent complex geometries and terrain data as accurately as possible
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while using a mesh which is as coarse as possible. Therefore, we are able to
benefit from adaptive local time stepping, which in turn allows us to run our
simulations in a time-efficient manner.

In our approach, we extend the PeanoClaw domain concept in two ways:
First, we implement support for arbitrary coordinate frames as proposed by
Chen et al[1]. The authors present a method for coupling multi-block domains
through a common parent block, which has a coordinate frame on its own.
It is possible to translate data between different coordinate frames without
knowing the coordinate frames of the neighboring domains. However, arbitrary
coordinate frames may still lead to domain interfaces which might not fit
exactly. To solve this issue, we adapt a method proposed by Nguyen et al[3].
Using this method, the authors are able to couple two and three dimensional
non uniform rational b-splines (NURBS) patches, though they have different
mesh properties at the patch interfaces. Second, we present different strategies
how to handle the data exchange between structured and unstructured meshes,
based on work of Turnball et al[5], and how to switch between these two mesh
types in an AMR context. Our goal is to maximize the number of sub-domains
with structured meshes while limiting the number of unknowns per sub-domain
to benefit from cache-efficiency, as shown in[7]. All together, these concepts fit
naturally into the geometric multigrid context of the Peano framework..

Finally, we will show the effectiveness and flexibility of our approach with
respect to our large-scale flood simulation scenario with complex geometries.
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1 Introduction

In petroleum production and engineering, the subsurface formation that sur-
rounds the well screen gets, in many cases, deteriorated with time in relation
to its hydraulic conductivity. As a consequence, well production declines with
time and this limits to a large extent its efficiency. Since well installation is
a major production operation that usually requires a large capital, it is al-
ways important to revive the use of the installed wells rather than abandoning
them. One of the methods that have been proposed to alleviate this problem
is to inject chemicals that dissolve, in a sense, the formation materials and
open channels to ease the flow of the oil. Most of the research work that has
been reported on this topic appeals to experimental correlations that are to
a large extent specific to certain types of porous media (e.g., granular, con-
solidated porous media) and therefore not applicable to the wide range of soil
material types. In this work, we provide an alternative route, thanks to the
advancement in the CFD simulations of complex pore scale structures. The
idea is to update the permeability based on pore scale simulations rather than
based on experimental correlations. The main challenge beside coupling two
different spatial scales is to handle the differences in time scales required to
perform porous media simulations (which are relatively fast) versus the time
required to update the permeability based on CFD simulations (which are
relatively slow). This goal can be achieved through the generation of offline
database data of permeability values with a direct access from a porous media
simulator, which triggers the transmission whenever a new calculated value is
available.
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E-mail: nevena.perovic@tum.de (corresponding Author: Nevena Perovic)
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In order to present our concept and some first findings, this extended ab-
stract will shortly describe established and implemented governing laws and
equations, the applied high-performance parallel computing techniques, and
an application example enlightening the usability and efficiency of our imple-
mented approach.

2 Groundwater Flow Through Porous Medium
2.1 Governing Equations
As stated before, two models are introduced in order to make such numerical

simulations as efficient as possible — a macro model based on Darcy’s Law,
described through the following equations:

%_—ﬁ-Afp, K:%, and Udamy:—K¥, (1)
where the ratio QQ/A is often referred to as Darcy flux, U the fluid veloc-
ity u [m/s], k denotes the permeability, p the dynamic viscosity of the fluid
[kg/(m-s)], K the hydraulic conductivity [m/s], AH, [Pa] the pressure drop.

A second micro model is based on the Navier-Stokes conservation of mass
and momentum equations that can be written in their vector forms as follows:

V-u=0, (2)

aui
ot

V- (u) = V- (0V) — %v - (pes) + b (3)

for i € {x,y, 2}, where u = (u; u, u,)” denotes the velocity field in [m/s] in
the three spatial dimensions, ¢ the current time of the simulation in [s], v the
kinematic viscosity in [m?/s], p the density in [kg/m?] and p the pressure in
[Pa].

Since the description of the governing equations is kept quite brief here,
the interested reader is referred to standard literature such as [2] or [6] for
further information on the derivation of both laws.

2.2 High-Performance Computing Concept for CFD Simulations

In order to solve the Navier-Stokes equations described previously, a discretisa-
tion of the physical domain is performed, resulting in a complex data structure
that consists of sets of non-overlapping block-structured orthogonal Cartesian
grids as depicted in figure 1. While the logical grid structure contains topolog-
ical and geometrical information such as parentage, the data grids themselves
contain the actual variables such as velocity, pressure, permeability, tempera-
ture etc. necessary for performing any numerical calculations.
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Fig. 1: Logical data structure layout in tree form (on right-hand side) and in
overlayed grid form (on left-hand side). Each logical grid holds a pointer to a
data grid containing the actual data surrounded by a halo of ghost cells (mid
of picture). (Source: [4])

Fig. 2: Generated geometry based on sieve curve input data

Having generated such complex data structures, a fractional step method
proposed by Chorin [1] is applied while using numerical discretisation based on
a finite volume scheme in space and a second order explicit Adams-Bashforth
method in time [5]. An efficient multi-grid like solver is applied in order to
solve the arising pressure Poisson equation. For detailed information on the
realisation of the structure or the MPI exchange routines in order to ensure
proper communication, the reader is referred to [4] or [3] for instance.

3 Application Example

For the purpose of a CFD simulation on the micro scale, the physical domain
of a porous medium is generated as a set of spheres of different diameter
randomly positioned in a predefined domain and depicted in figure 2.
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Fig. 3: Representation of an established iteration routine between two models
of a different scale

Such domain represents just a small part of the domain (cf. figure 3) at
which the macro-scale simulation is performed. In order to overcome the prob-
lem raised due to two different spatial and time scales, an offline database is
generated and updated with values of permeability that are calculated on a
micro level for several different scenarios. At this point, it is important to
mention that coupling between these two models is exclusively done over the
permeability value, as when the velocity and pressure values on the micro-scale
are known, the permeability value can be calculated with almost no effort and
upscaled for the macro-scale calculations. The later model is linked to the
database, in such way to be able to take over calculated values of permeability
for a specific case, whereas if the required value is not presented, to trigger a
new micro-scale calculation.

Once the adequate coupling value is available, the fast macro-scale calcula-
tion of necessary amount of chemicals, inserted into the underground area in
the vicinity of an existing well, can be performed. Within this calculation,
the output parameters which describe the rate of soil degradation on a porous
scale (also called, macro scale) are stored at some share memory medium. This
medium can be a part of the database, but it might be also completely inde-
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pendent of it. Having calculated this degradation value, a micro scale model
is triggered once again to perform a completely new simulation, starting from
discretisation of degraded geometry domain, setting all necessary boundary
conditions, up to the calculation of new value of permeability, which will be
then stored in the previously generated database.

Taking into account that Darcy equations are derived by means of volume
averaging from the physical Navier-Stokes equations, the same principle is
applied in order to achieve the permeability value at the micro scale that
would fit into macro scale model. Having done that, additional analyses were
performed, so to define a deviation of particular value of permeability at the
micro scale comparing to the mean value calculated for the macro scale model.
Such a deviation is a measure of how those two models can be coupled together
and can be set to some specific value, depending on particular goals of research
work.
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Towards a fault-tolerant, scalable implementation of
GENE

Alfredo Parra Hinojosa - Mario Heene -
Christoph Kowitz - Dirk Pfliiger

Abstract We consider the HPC challenge of fault tolerance in the context of
plasma physics simulations using the sparse grid combination technique. We fol-
low an algorithm-based strategy and present initial convergence results, current
bottlenecks, and future strategies based on recent theoretical results. This work is a
building block of the project EXAHD in the DFG’s Priority Programme “Software
for Exascale Computing” (SPPEXA).

Keywords sparse grids - combination technique - computational plasma physics -
algorithm-based fault tolerance

1 Introduction

This project stands on the intersection of two major upcoming scientific endeav-
ors: the sustainable generation of fusion energy, for which a deep understanding of
plasma turbulence phenomena is crucial, and the approaching era of exascale com-
putations. In the former, numerical simulations of hot plasma fusion are expected
to provide further insights into the turbulent processes that characterize the flow.
This task requires the solution of a 5D partial differential equation (PDE), the
so-called gyrokinetic Vlasov equation, that depends on three spatial coordinates
(z,y,2), the velocity parallel to the magnetic field line ), and the magnetic mo-
ment p. Both time-evolution and eigenvalue problems within this context can be
numerically treated with the robust code GENE [1]. In particular, the code solves
an equation of the form % = L(g) + N(g), where £ and N represent the linear
and nonlinear terms of the Vlasov model, respectively.
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The second pillar of our project is the potential implementation of GENE
on exascale, for which new software paradigms have to be introduced. Given the
excellent scaling properties of the code on current HPC systems, an additional level
of parallelism based on the sparse grid combination technique (CT) [2] has been
proposed to target exascale. The idea is to approximate a d-dimensional function
fn (e.g., the solution of the Vlasov equation) defined on a regular Cartesian grid
2n by a weighted sum of functions f; defined on smaller, anisotropic Cartesian
grids,

fa(x) ~ f1) =3 ahi(x), (1)

leZ

with appropriate coefficients ¢;. Here, 2 (with the multi-index 1 = (I1,12,...,1l4),
also called level vector) denotes a grid with mesh size of 27 ' in dimension k =

1,...,d, and Z is the set of level vectors of the grids used for the combination. The
choice
= d—1
109 =30 (Y1) X e @)
q=0 1€Z,,

yields the classical sparse grid combination technique, with Z,, given by
In={1€N": 1|1 = |lminfs +d — ¢ — 1 ¢ lmin;s < li < i}, (3)

where l,in specifies a minimal resolution level in each direction. The resulting
approximation requires considerably fewer discretization points at a small increase
in the approximation error, assuming certain regularity properties of fn. However,
the combination coefficients ¢; and index set Z can be chosen differently, adding
to the flexibility of the combination technique [8]. To interpolate among grids, we
use d-linear interpolation with piecewise d-linear functions. The fact that all fj in
Eq. (1) are of considerably smaller size than fn and can be computed independently
of each other is the main idea behind the two-level parallelism approach. This
will potentially allow us to exploit exascale resources, but it also presents various
challenges. Important advances have been made in the context of load balancing [7]
and communication schemes [9] for the combination technique, and we now address
the issue of resilience for our specific application.

2 Fault Tolerance with the Combination Technique

Developing the theory of a fault-tolerant combination technique (FTCT) has re-
quired great efforts in the last few years [4,5,10], and only recently has it been
generalized within a more formal mathematical framework [6].

Figure 1 illustrates the problem in 2D, using a CT with lynin = (1, l)T and
n = (6,6)”. For simplicity, assume that we attempt to calculate the solution to our
problem on each of the 11 grids shown in Fig. 1a, and that all grids are computed
in parallel on independent nodes. We are interested in finding suitable combination
coefficients when one or more of these grids are no longer available to due processor
failures. This is illustrated in Fig. 1b for grids (2,4) and (4, 3) (marked with x).
Our goal is to avoid recomputing these lost solutions (if possible), especially on
the largest grids, which are the most expensive. Additionally, recomputing them
will interfere with the load balancing. A straightforward strategy is to remove all
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Fig. 1 (a) Usual 2D combination; (b) Simple recovery strategy; (c) A better recovery strategy.

subspaces larger than the lost subspaces’ (marked red) and then use the principle
of Inclusion/Exclusion with the remaining grids to obtain a new combination [4,
5]. This approach has two main disadvantages: many grids can be lost (especially
in higher dimensions), thus increasing the error of the combination, and many
grids from lower subspaces are required (in Fig. 1b, we additionally need grids
(1,3) and (3,2)). The solution on these extra grids should thus be available in
advance. Alternatively, note from Fig. 1c that not all subspaces have to be removed
in order to obtain a consistent CT. Here, grid (2,5) can still be used and the
resulting scheme is consistent, since it excludes the faulty grids and satisfies the
Inclusion/Exclusion principle. However, checking which subspaces can be removed
until a consistent CT is obtained is not a trivial task. Nevertheless, our initial
implementations already show promising results.

3 Numerical Experiments

We carried out two sets of simulations of GENE (standard test case 1: ITG insta-
bility) to test the fault tolerance ideas described in Sec. 2: a small combination ran
on a desktop, and a larger solution ran on 16 nodes of the supercomputer Hermit.
In both cases, we performed linear, time-evolution runs of GENE. In the following,
the coordinates of the 5D grid follow the ordering (p,v),2,,%), and the faults were
simulated “offline”, i.e., after having successfully carried out the simulations?.
For the smaller run, a combination solution with lnin = (2,3,2,1, 1)T and
n = (6,7,6,1, l)T was performed, with a total of 31 independent combination
grids. Note that fixing the values of 1,y and n to 1 in the y and x directions
reduces the combination space to only three effective dimensions, which is reflected
in the speed of the fault tolerance algorithms. Fig. 2a shows the error of the
combination solution with respect to our reference full grid 2,. We simulated
1 to 5 faults chosen randomly, and for each number of faults, ten simulations
were carried out. The error shown is thus the mean value of the ten simulations.
The norm used is the L; error divided by the number of unknowns. In all of the
simulations, only the available (successfully calculated) solutions were used. This
means that no recalculation was performed, and no additional (coarser) grids were
calculated. However, the probability of finding a consistent combination scheme
through this approach decreases dramatically as the number of faults increases.

L Two subspaces a, 3 satisfy a > B if a; > 8;, Vi€ {1,...,d}
2 For real-time, parallel simulation of faults, see [3,6].
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Fig. 2 (a) Error of the combination grid without faults (dashed), with faults (circles), and
after recovery (squares); (b) Percentage of fault simulations whose recovery scheme required
recomputation.

This is illustrated in Fig. 2b, where we once again simulated faults randomly and
counted in how many occasions recalculation of failed grids or calculation of new
grids was required. We see that, as the number of faults increases, it becomes very
unlikely that a consistent combination scheme is obtained only with the available
grids. It is thus preferable to combine often in order to reduce the number of faults
that can occur between each combination [6].

A second simulation was carried out with lmin = (2,3,2,1,2)7 and n =
(6,7,6,1, 6)T. In this (effective) 4D space, the problems described for the smaller
become worse: either too many grids are lost (using the naive strategy, Fig. 1b), or
the recombination algorithms take prohibitively long times (larger than recalculat-
ing the solutions). The latest results on the FTCT specify under which conditions
the recomputation of lost solutions or the computation of additional coarser solu-
tions comes into question [6]. We could, for example, choose to recompute faulty
solutions of level 1 € Z,, with ¢ € {1,...,d—1}, and allow the set Z,, to additionally
include grids with level 1 s.t. |1]1 = |lmin|1 — 1, in which case the recomputation
of the coefficients ¢ is trivial [6]. The extra effort involved in calculating these
additional grids is at most 2(2d7171) (1.6% in 5D).
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Fig. 3 For ¢ = {0,1,2,3}, the CT generates {35,20,10,4} grids, resp. (a) Mean and STD,
and (b) total accumulated computation times required by the CT grids.

The GENE solution on the smallest grids (¢ = 3) requires roughly half of the
time needed by the largest grids (¢ = 0), Fig. 3a, and all solutions on grids for
which ¢ = 3 require 5.7% of the resources needed by all grids with ¢ = 0, Fig. 3b.
This will be reflected in the probability of failure of the corresponding computing
nodes.

For our future steps, we will choose to recompute faulty solutions for which
g €{2,...,d—1}, allowing the set Z, to include grids with |1|1 = [lmin|1 — 2. This



choice seems to offer the best compromise in terms of complexity [6], and we plan
to incorporate the load balancing schemes described in [7].
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New Approaches to Nonlinear Domain
Decomposition

Axel Klawonn - Martin Lanser - Oliver
Rheinbach

Abstract The numerical solution of nonlinear partial differential equations on
modern supercomputers requires fast and highly scalable parallel solvers. Do-
main Decomposition methods as FETI-DP (Finite Element Tearing and Inter-
connecting - Dual Primal) are well known and efficient parallel methods for this
kind of problems, discretized by finite elements. In this paper, we describe the
inexact reduced Nonlinear FETI-DP (irNonlinear FETI-DP) method. In this
recently introduced nonlinear Domain Decomposition approach, the decompo-
sition is done before linearizing the problem with a Newton type method. This
strategy can localize the computational work and can reduce communication.
Additionally, the FETI-DP coarse problem is solved inexactly and is precon-
ditioned by an AMG (Algebraic Multigrid) method. Finally, weak scalability
results for the p-Laplace equation up to 262K cores on Mira BlueGene/Q will
be presented.

Keywords Nonlinear FETI-DP - FETI-DP - inexact FETI-DP - Nonlinear
Domain Decomposition

1 Introduction

In contrast to classical Newton-Krylov methods, nonlinear domain decompo-
sition methods are based on decomposing the computational domain before
linearization of the nonlinear equation. These approaches are strategies to lo-
calize computational work in order to improve scalability for future supercom-
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puter architectures. Different nonlinear domain decomposition methods have
been developed in recent years, as, e.g., ASPIN (Additive Schwarz Precondi-
tioned Inexact Newton) by Cai and Keyes [9], Nonlinear FETI-1 by Pebrel at
al. [10] and nonlinear Neumann-Neumann methods by Bordeu et al. [11]. Lin-
ear FETI-DP domain decomposition, first introduced by Farhat et al. in [12],
belong to a family of nonoverlapping domain decomposition methods. The
adsence of an overlap reduces communication in comparison to overlapping
methods as, e.g., overlapping Schwarz. In this paper, we describe a nonlin-
ear FETI-DP method (inexact reduced nonlinear FETI-DP), which can fur-
ther reduce communication. Additionally, the global coupled FETI-DP coarse
problem is solved inexactly and we use an AMG method as a preconditioner.

2 Nonlinear FETI-DP

Let 2 ¢ RY, d = 2,3 be a computational domain, discretized by finite
elements and let V" be the corresponding finite element space. We consider
a nonlinear problem on (2. In nonlinear as in linear FETI-DP methods we
decompose {2 into N nonoverlapping subdomains £2;,i = 1,..., N. We consider
the minimization of a nonlinear energy, J : V* — R, min,cyn J(u). For
standard problems, such as hyperelasticity, discretized by finite elements, this

N
global energy can be represented by a sum J(u) = Y J;(u;) of local energies on
i=1
the nonoverlapping subdomains; for details, see [1]. So, in contrast to standard
Newton-Krylov approaches, the decomposition into subdomains is done before
linearizing the problem. Using the decomposition of energy, the linear jump
constraint B = 0 and the standard FETI-DP partial assembly operator R%
(see, e.g., [2,3] for the notation), we can derive and introduce the nonlinear
FETI-DP master system

K(@)+B™A—f=0
Bu =0. (1)

For more details how to obtain system (1) see, e.g., [4,1]. We assume that the
operator K is continuously differentiable and locally invertible.

2.1 Inexact Nonlinear FETI-DP - Solution Phase

Partition of @ into primal variables @ and dual variables upg in (1), subsequent
Newton linearization of the resulting system with respect to (ug, g, A), and
finally one step of block Gauss elimination of dup leads to the reduced linear
system

Snn ~(DK(@) (DK (1)) 55 B
(sym.) ~Bg(DK (1)) 5 BE

-E e
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with the Schur complement
S = (DK (@) — (DK (@) (DK (@) gy (DK (1)) 7 - (3)

In the inexact reduced nonlinear FETI-DP method, we solve the block
system (2) iteratively using a block-triangular preconditioner. We use cycles
of BoomerAMG [8] to precondition S mr and also include one of the stan-
dard FETI-DP preconditioners operating on the Lagrange multipliers d A. This
new approach, along with some preliminary results, was f