
3rd Workshop on

Computational Engineering

2014

Book of Abstracts

October 6 - 10, 2014

Stuttgart, Germany



Sponsors

Cluster of Excellence in Simulation Technology
and Graduate School GS SimTech, Universität
Stuttgart Informatik Forum Stuttgart

Graduate School Computational Engineering,
Technische Universität Darmstadt

International Graduate School in Science and
Engineering, Technische Universität München

2



Contents

Invited Talks 5

I Simulation of Unsteady Flows and Fluid-Structure Interactions . . . . . . . . . . . . . . . 6

II Parallel Algorithms for Kernel Sums in Computational Science and Statistical Inference . 7

III Coupled Multi-Field Continuum Methods for Porous Media Fracture . . . . . . . . . . . . 9

IV Efficient Solution of Optimization Problems with PDEs and Pointwise Constraints . . . . 14

V Computational Bone-Mechanics on Orthopedists Cell Phone . . . . . . . . . . . . . . . . . 16

Minisymposia 22

I Dummy Models Retired? Active Digital Human Models for Automotive Safety Research . 23

I.1 Using Hill-Type Muscles to Drive Active Human Models Brings Low Level Motor
Control for Free . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

I.2 A Comparison Between Dummy and Human Models for Crash Simulations of Side
Impacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

I.3 Uncertainty Quantification Associated with the Mechanical Response of Femurs . 34

I.4 Vehicle Safety Using the THUMSTM Human Models . . . . . . . . . . . . . . . . . 40

I.5 THUMS User Community - Harmonising the Validation of Human Models for Crash
Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

I.6 Modeling Active Human Muscle Responses during Driver and Autonomous Avoid-
ance Maneuvers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

I.7 On the Route to “Autonomous Driving” - A New Quality of Passive Safety and Its
Numerical Development & Assessment Tools . . . . . . . . . . . . . . . . . . . . . 52

II Get in Shape - Algorithms and Data Structures for Complex, Changing Domains on Adap-
tive Cartesian Meshes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

II.1 Coupling and Boundary Constraints for a NURBS-Based Immersed Boundary Ap-
proach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

II.2 A Task-Based Finite Cell Implementation on Xeon Phis . . . . . . . . . . . . . . . 61

II.3 Mesh-to-Particle Coupling for Hybrid Molecular-Continuum Simulations . . . . . . 65

II.4 Local Time-Stepping Along Coastlines for Tsunami Simulations . . . . . . . . . . . 70

II.5 Spacetree-Based Adaptive Meshing of Complex Geometries . . . . . . . . . . . . . 75

II.6 Multi-Scale High-Performance Fluid Flow Simulations Through Porous Media . . . 79

III Towards Exascale Simulations and Applications . . . . . . . . . . . . . . . . . . . . . . . . 85

III.1 Towards a Fault-Tolerant, Scalable Implementation of GENE . . . . . . . . . . . . 86

III.2 New Approaches to Nonlinear Domain Decomposition . . . . . . . . . . . . . . . . 92

III.3 Towards Fluid-Acoustics Interaction on Massively Parallel Systems . . . . . . . . . 97

III.4 Node-Level Performance Optimization of the Fast Multipole Method . . . . . . . . 103

III.5 Node-Level Performance Engineering for an Advanced Density Driven Porous Me-
dia Flow Solver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

IV Optimal Control Based on Reduced Order Models . . . . . . . . . . . . . . . . . . . . . . 114

IV.1 Optimal Flow Control Based on POD and MPC and an Application to the Can-
cellation of Tollmien-Schlichting Waves . . . . . . . . . . . . . . . . . . . . . . . . 115

IV.2 Parameter Identification for Nonlinear Elliptic-Parabolic Systems . . . . . . . . . . 120

IV.3 A-Posteriori Error Analysis and Optimality-System POD for Constrained Optimal
Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

3



IV.4 Interfacing between Dynamics and Optics for Reduced Models of Deformable Op-
tical Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

IV.5 Fast Evaluation of Implied Volatility Surfaces with Reduced Order Models . . . . 135
IV.6 Certified Parameter Optimization for Parametrized PDEs with Reduced Basis Sur-

rogate Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
V High Order Methods for Unsteady Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

V.1 On the Aliasing of Discrete Kinetic Energy in a Nodal Discontinuous Galerkin Method147
V.2 GPU-Accelerated High-Order Aeroacoustics Using the Flux Reconstruction Approach152
V.3 Development of a High-Resolution, Scalable DGM Solver for DNS and LES of

Turbomachinery Flows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
V.4 An Application of High-Order DGSEM to Large Eddy Simulation . . . . . . . . . 162

VI Simulation-based Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
VI.1 Optimization of the Strainer Design in the Extrusion Process of Visco-Plastic Ma-

terials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
VI.2 Wavelet Methods for a Weighted Sparsity Penalty for Region of Interest Tomography176
VI.3 Colored Buzz, or Glottal Inverse Filtering . . . . . . . . . . . . . . . . . . . . . . . 181
VI.4 A Resolution Guarantee for Anomaly Detection within a Realistically Modeled EIT

Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

Contributed Talks 191
1 Extrapolation in Time in Thermal Fluid Structure Interaction . . . . . . . . . . . . . . . . 192
2 Parallel Algorithm for Solution-Adaptive Grid Movement in the Context of Fluid Structure

Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
3 Simulation of Wave Propagation and Impact Damage in Brittle Materials Using the Peri-

dynamics Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
4 Using Instancing to Efficiently Render Super Carbon Nanotubes . . . . . . . . . . . . . . 205
5 An Efficient Algorithm to Include Sub-Voxel Information in FFT-Based Homogenization . 210
6 A Multi Scale Model for Mass Transport in Arteries and Tissue . . . . . . . . . . . . . . . 215
7 Centralized Adaptive Observation Strategy for Atmospheric Dispersion Process Estimation

Using Mobile Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
8 Metaheuristic Based Methods for Optimum Design . . . . . . . . . . . . . . . . . . . . . . 225
9 Source Transformation for the Optimized Utilization of the Matlab Runtime System for

Automatic Differentiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
10 Dynamic Two-Way Parallelization of Non-Intrusive Methods for Uncertainty Quantification235
11 Data-Driven Uncertainty Quantification with Adaptive Sparse Grids in Subsurface Flow

Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240

List of Authors 244

4



Invited Talks

5



I Simulation of Unsteady Flows and

Fluid-Structure Interactions

Authors: Bijl, Hester

No pdf yet.
Hester Bijl
Aerodynamics Laboratory, TU Delft

6



II Parallel Algorithms for Kernel

Sums in Computational Science and

Statistical Inference

Authors: Biros, George

7



Noname manuscript No.
(will be inserted by the editor)

Parallel Algorithms for Kernel Sums in
Computational Science and Statistical Inference

George Biros

Received: date / Accepted: date

Abstract Kernel sums (also known as N-body algorithms) are the computa-
tional cornerstone for many problems in mathematical physics. In this talk,
I will present (1) a brief history of N-body algorithms and their application
to multiscale problems; (2) give a brief overview of the most basic N-body
algorithm, the Barnes-Hut method; (3) expand the notion of N-body prob-
lems to high-dimensional problems and statistical inference; (4) conclude with
applications of N-body algorithms to physics (fluid mechanics) and statistics
(supervised learning).

G. Biros
201 East 24th St, Austin, Texas
Tel.: +1-512-232-9566
Fax: +1-512-471-8694
E-mail: biros@ices.utexas.edu
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Coupled multi-field continuum methods for porous
media fracture

Bernd Markert · Yousef Heider

Received: date / Accepted: date

Abstract Numerical modeling of fracture in fluid-saturated heterogeneous
materials, such as in saturated rocks, soils, metal foam and biological tissues,
can be properly carried out using extended continuum porous media theo-
ries, which account for the crack nucleation and propagation, deformation
of the solid matrix and change in the flow of the interstitial fluid. In this,
fluid-saturated porous materials basically represent volumetrically interacting
solid-fluid aggregates, which are modeled using the Theory of Porous Media.
The hydraulic- or tension-induced fractures occur in the solid matrix and are
modeled using a phase-field approach. This way of fracture treatment adds a
partial differential equation for the phase-field evolution to the coupled solid-
fluid problem, which requires special stabilization techniques in the numerical
calculation.

Keywords Fracture · Phase field · Porous media · Hydraulic fracture · TPM

1 Introduction

The theoretical and numerical prediction of failure mechanisms due to crack
initiation and propagation in solids has ever since been of great importance
in engineering. Following the pioneering work of Griffith [1], cracks propagate
if the energy release rate reaches a critical value. In particular, the Griffith
theory of brittle fracture in elastic solids provides a criterion for crack prop-
agation, but can neither describe curving and branching cracks nor predict
crack initiation. These deficiencies have been overcome by different develop-
ments ranging from sharp crack discontinuity as, e.g., in Moes and Belytschko

B. Markert · Y. Heider
Institute of General Mechanics, RWTH Aachen University, Germany
Tel.: +49-241-8094600
Fax: +49-241-8092231
E-mail: markert@iam.rwth-aachen.de, heider@iam.rwth-aachen.de



2 Bernd Markert, Yousef Heider

[2], over cohesive-zone as in Remmers and de Borst [3] to diffusive interface and
phase-field models, see, e.g., Bourdin et al. [4], Francfort and Marigo [5] and
Kuhn and Müller [6]. Recently, the latter approach has been proven to be well
suited for the description of complex multi-dimensional, mixed-mode fracture
scenarios including dynamic effects and crack branching, see, e.g., Borden et al.
[7] and Miehe et al. [8] for more details and references. The current treatment
of fracture in multi-phase saturated porous materials is based on the diffusive
phase-field approach within a thermodynamically consistent framework using
the continuum Theory of Porous Media (TPM), see also Markert and Ehlers
[10].

2 Theoretical basics

In the framework of the TPM, a macroscopic description of general immiscible
multiphasic aggregates ϕ is introduced, where the individual constituents ϕα

(here: α = S : solid, α = F : fluid) are considered to be in a state of ideal
disarrangement over a homogenized representative volume element (RVE) in
the sense of superimposed and interacting continua. In this regard, volume
fractions nα := dvα/dv of ϕα are defined as the local ratios of the partial
volume elements dvα with respect to the total volume element dv of ϕ, where
the saturation condition nS+nF = 1 holds. This yields that the partial density
ρα is related to the effective density ραR via ρα = nαραR, where the material
incompressible is associated with ραR = const., cf. e. g. [9]. Concerning the
kinematics of the considered problem, the motion of ϕS is characterized by
a Lagrangean description of the solid matrix via the solid displacement uS
and velocity vS , however, the pore-fluid flow is expressed either in Eulerian
description using the fluid velocity vF or in modified Eulerian settings via the
seepage velocity vector wF = vF − vS .

The current treatment of biphasic model excludes dynamic effects (quasi-
static), thermal effects as well as any mass exchanges (inert ϕα) and proceeds
from intrinsically incompressible constituents (ραR = const. ). In particular,
the arising purely mechanical, binary model with α = {S, F} is governed by
the following strongly coupled constituent balance equations (see, e.g. [12]):

– Partial mass balance −→ partial volume balance:

0 = (ρα)′α + ρα divvα −→ 0 = (nα)′α + nα divvα (1)

– Partial momentum balance:

0 = divTα + ρα b + p̂α . (2)

Herein, div ( q ) is the divergence operator related to grad ( q ) , Tα = (Tα)T is
the symmetric partial Cauchy stress tensor assuming non-polar constituents, b
is the mass-specific body force acting on the overall aggregate, and p̂α denotes
the direct momentum production, which can be interpreted as the volume-
specific local interaction force between the percolating pore fluid and the solid
skeleton.
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With regard to the energy approach for brittle fracture in heterogeneous
porous media, the global potential energy function F of a cracked linear elas-

tic, isotropic body can be defined as the sum of the elastic strain energy Ψ
S

e

integrated over the whole spatial domain Ω, and the critical fracture energy

Ψ
S

crack (equal to the energy required to create a unit area of fracture surface)
integrated along the crack path Γc, cf. [1]:

F(εSe, Γc) =

∫

Ω

Ψ
S

e (εSe) dv +

∫

Γc

Ψ
S

crack da (3)

Following this, the phenomenological phase-field variable φS is introduced
to distinguish between the cracked (φS = 0) and the unbroken states (φS = 1)
of the material, yielding F(εSe, Γc) ≈ F(εSe, φ

S , gradφS). The next step is to
derive the stress and the phase-field evolution relations. In particular, the solid
stress tensor is defined as TS = ∂F/∂εSe − pI with p being the pore-fluid
pressure. The non-conserved phase-field evolution is derived using the well-
known Allen-Cahn diffusion model [11], which describes the process of phase
separation (here crack formation) via a reaction-diffusion equation. Thus, the
phase-field evolution is given by

∂φS(x, t)

∂ t
= −M ∂F

∂φS
(4)

with M being a kinetic parameter related to the interface mobility.

3 Numerical treatment

For the numerical solution of an initial-boundary value problem, the Finite
Element Method (FEM) treatment is carried out in two steps: Firstly, deriving
the weak or variational statements of the governing balance equations and,
secondly, using the finite element discretization for the approximate solution of
the variational equations. In particular, the governing set of partial differential
balance equations (1, 2 and 4) with primary unknowns uS , vF , p, φS is treated
in a fully coupled manner and discretized in time using an appropriate implicit-
monolithic time integration scheme.

4 Numerical example

In order to give a qualitative benchmark example, the proposed diffusive
porous media fracture model is applied to a two-dimensional IBVP, where the
fracture-induced changes to the fluid percolation are investigated. In particu-
lar, a rectangular porous material with moderate permeability and included
low-permeability barriers is subjected to a pressure gradient from bottom-left
high-pressure (red) inflow to top-right low-pressure (blue) outflow (Fig. 1, left).
The double-notched porous medium is then set under tension inducing typical
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mode 1 fracture. The changes to the permeability (from low/blue to high/red)
and the flow path are observed while the cracks propagate. As expected, the
model predicts the permeability increase in the degraded or cracked material,
thereby strongly affecting the pore-fluid flow regime (see Fig. 1, right). From
the streamlines indicating the flow path, it is apparent that the nature of
the flow changes completely from the unbroken porous matrix to the finitely
opened cracks.

Fig. 1 Fracture-induced changes of the flow path in a perfused, heterogeneous porous
medium
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Efficient Solution of Optimization Problems with
PDEs and Pointwise Constraints

Michael Ulbrich
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Abstract In the recent past, significant advances have been made in the
development and analysis of efficient methods for inequality constrained op-
timization problems governed by PDEs. We discuss several central aspects of
solving this class of problems, putting a focus on second order methods (semis-
mooth Newton and interior point algorithms). Pointwise constraints arise, e.g.,
as bounds on state or control, in many applications. We address the particu-
lar challenges caused by them and describe how they can be addressed. The
talk aims at providing a balanced mix of theoretical insights, computational
aspects, and illustrative model applications, including seismic tomography.

M. Ulbrich
Boltzmannstr. 3
85748 Garching b. München
Tel.: +49-89-289-17929
Fax: +49-89-289-17932
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Computational bone-mechanics on orthopedists cell
phone

Zohar YOSIBASH
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Abstract Verified and validated simulation of the human’s femur mechani-
cal response, aimed at diagnosis and optimal treatment in clinical orthopedic
practice were recently introduced. These are based on CT-scans and high-
order finite element methods (p-FEMs). We describe the methods for creating
p-FEM models of patient-specific femurs and the in-vitro experiments used
to assess the validity of the simulation results. Finally, because the orthope-
dic surgeons need such analyses in a short time-scale, preferably displayed on
their cellular phones, we present the implementation of the methods using
multi-threading and Java.

Keywords High order FEMs · Femurs · Patient-specific

1 Introduction

Quantitative computer tomography, (qCT) allows an accurate description of a
patient-specific femur’s geometry, and its material inhomogeneous properties
[1,3–5]. Utilizing qCT scans in conjunction with p-FEMs [2] we herein provide
a systematic method for performing reliable FE simulations of the human
femur, validated by in-vitro tests on the large cohort of fresh-frozen femurs.

Once the p-FE analyses are finalized (the entire process for one patient-
specific femur lasts less than 3-hours) and the results are verified so the numer-
ical error is assured to be controlled, we validate the results by a set of in-vitro

Study supported in part by grant no. 3-00000-7375 from the Chief Scientist Office of the
Ministry of Health, Israel and by the Technical University of Munich - Institute for Advanced
Study, funded by the German Excellence Initiative.

Z. Yosibash
Department of Mechanical Engineering, Ben-Gurion University, Beer-Sheva, Israel
Tel.: +972-8-6477103
Fax: +123-45-678910
E-mail: zohary@bgu.ac.il
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experiments on a large cohort of healthy and diseased human fresh-frozen fe-
murs. The validity of the presented methods is demonstrated by comparison
between the experimental and the predicted results - both strains and dis-
placements.

We discuss and demonstrate some potential applications of patient-specific
p-FE analyses in daily clinical practice: Predicting risk of fracture of femurs
with metastatic tumors and selecting the optimal prosthesis for a total hip
replacement.

Finally, we present a parallel, Java based p-FE implementation of the meth-
ods described and their intended use on cellular devices.

2 Patient-specific p-FE model of femurs from qCT-scans

Patient-specific qCT scans of a femur are automatically manipulated by in-
house Matlab programs. Exterior, interface and interior boundaries are traced
representing different boundaries of a given slice. These slices are manipulated
to generate a surface representation of the femur and subsequently a solid
model. Large surfaces are generated, which are essential for the p-mesh gen-
erator. The resulting 3D solid is thereafter auto-meshed by tetrahedral high-
order elements. The entire algorithm (qCT to FE) is schematically illustrated
in Figure 1.

slices a. CT 
c. Smooth 

boundaries 

b. Boundaries 

identification 

d. Points 

cloud 

f. p-FE mesh  
e. Surface 

through points  

CT 

Num. 

HU 

EQMr

Ashr

),,( zyxE

g. Material  

evaluation 

Fig. 1 Schematic flowchart describing the generation of the p-FE model from qCT scans. a
- Typical CT-slice, b. - Contour identification, c. - Smoothing boundary points, d. - Points
cloud representing the bone surface, e. - Bone surface, f. - p-FE mesh and g. - Material
evaluation from CT data.
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The material properties at each integration point are determined by the
qCT scan. K2HPO4 phantoms are placed near each femur and are used to
correlate the known mineral density and HU. The ash density ρash is then
determined based on empirical connections:

Ecort = 10200× ρ2.01ash [MPa], ρash ≥ 0.486 (1)

Etrab = 2398 [MPa], 0.3 < ρash < 0.486 (2)

Etrab = 33900× ρ2.2ash [MPa], ρash ≤ 0.3 (3)

while Poisson’s ratio was fixed at ν = 0.3.

3 Verification of the p-FE model and validation by in-vitro
experiments

The p-FE results are being verified so to ensure that the numerical error is
under a specific tolerance. Convergence is realized by keeping a fixed mesh
and increasing the polynomial degree of the approximated solution p until the
relative error in energy norm is small, and the strains at the points of interest
converge to a given value - see for example Figure 2. Each of the femurs’s FE

Fig. 2 Convergence in energy norm and ǫzz at a representative point of interest in a femur.

model consists between 3500 to 4500 elements (∼ 150, 000 degrees of freedom
(DOFs) at p = 4 and ∼ 300, 000 DOFs at p = 5).

The validation of the p-FE simulations is performed by comparing them to
in-vitro biomechanical experiments on seventeen fresh-frosen human cadaver
femurs. In these experiments a simple stance position configuration was con-
sidered in which the femurs were loaded through their head while inclined at
different inclination angles (0, 7, 15 and 20 degrees). Vertical and horizontal
displacements of femur’s head and strains along their surface were measured,
see Fig. 3.

A total of 102 displacements and 161 strains on the 17 femurs were used to
assess the validity of the p-FE simulations. In Figure 4 the pooled FE strains
and displacements are compared to the the experimental observations.
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Fig. 3 (a-left) Sketch of the frontal plane of an embedded and instrumented left femur.
(b-right) Experimental setup with the optical markers on an instrumented left femur and
its corresponding deformed (magnified) FE model.

Remark 1 Note that for twelve of the seventeen femurs a blinded comparison
was performed, i.e. the group that performed the experiments did not know
the FE results, and vice-versa, the experimental results were not known by
the group that performed the analysis.
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Fig. 4 Comparison of the computed strains +, ∗ and displacements ◦ to the experimental
observations normalized to 1000 N load. (Left) Linear regression, (Right) Bland-Altman
plot.

One may notice the match between the predicted and measured data for femurs
under stance position loading: the slope and R2 of the linear regression are
very close to 1, and the average error in the Bland-Altman is zero.

4 p-FE Java implementation

The simulation algorithm presented is being implemented using Java program-
ming language because of its numerous advantages: it is object-oriented, it
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allows execution on multiple platforms and supports parallel computing on
multiple threads. In Figure 5 the application on an iPhone and the speedup
when using multiple threads is shown.

Fig. 5 (Left) A p-FE simulation of a femur displayed on an iPhone. (Right) The speedup
of the stiffness matrix generation using multiple threads.

Acknowledgements I would like to thank past and present graduate students Dr. Nir
Trabelsi and Mr. Yosi Levi for their contribution.

References

1. J. H. Keyak, J. M. Meagher, H. B. Skinner, and Jr. C. D. Mote. Automated three-
dimensional finite element modelling of bone: A new method. ASME Jour. Biomech.
Eng., 12:389–397, 1990.
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Abstract	
  
	
  

Using	
  Hill-­‐type	
  muscles	
  to	
  drive	
  active	
  human	
  models	
  brings	
  

low	
  level	
  motor	
  control	
  for	
  free	
  -­‐	
  work	
  in	
  progress	
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The	
  volume	
  of	
  road	
  traffic	
  has	
  risen	
  sharply	
  in	
  the	
  last	
  two	
  decades.	
  Improved	
  

and	
  new	
  safety	
  systems	
  in	
  cars	
  are	
  needed,	
  to	
  maintain	
  the	
  occupant	
  safety.	
  

Since	
  conventional	
  dummies	
  are	
  limited	
  by	
  their	
  ability	
  to	
  map	
  occupant	
  

movement	
  during	
  a	
  broad	
  variety	
  of	
  crash-­‐scenarios	
  and	
  volunteer-­‐tests	
  are	
  

only	
  feasible	
  to	
  a	
  certain	
  degree	
  of	
  physical	
  load,	
  it	
  is	
  even	
  more	
  important	
  to	
  

use	
  computer-­‐based	
  approaches.	
  Digital	
  models	
  of	
  humans	
  are	
  already	
  in	
  

development	
  for	
  years	
  and	
  they	
  are	
  getting	
  increasing	
  attention,	
  since	
  the	
  

digitalisation	
  of	
  the	
  production	
  process	
  of	
  cars	
  is	
  irreversible.	
  	
  

	
  

Yet,	
  for	
  the	
  typical	
  application	
  during	
  the	
  crash	
  phase,	
  human	
  body	
  models	
  

already	
  exist	
  and	
  are	
  being	
  validated	
  against	
  available	
  date	
  from	
  literature	
  or	
  

individual	
  tests.	
  Recently,	
  the	
  time	
  period	
  before	
  the	
  instant	
  of	
  crash	
  gained	
  

particular	
  attention.	
  State-­‐of-­‐the-­‐art	
  crash	
  simulations	
  start	
  at	
  t=t0,	
  which	
  

corresponds	
  to	
  the	
  first	
  contact	
  between	
  car	
  and	
  obstacle	
  (which	
  could	
  be	
  also	
  

another	
  car).	
  However,	
  the	
  very	
  short	
  period	
  of	
  time	
  in	
  advance	
  of	
  t0	
  almost	
  

entirely	
  predefines	
  the	
  following	
  crash	
  phase	
  and	
  the	
  severity	
  of	
  the	
  following	
  

crash.	
  Then,	
  the	
  car	
  eventually	
  slides	
  on	
  the	
  road,	
  braking	
  manoeuvers	
  are	
  

accomplished	
  and	
  the	
  passenger's	
  body	
  position	
  has	
  not	
  necessarily	
  to	
  be	
  in	
  a	
  

neutral	
  position.	
  	
  

	
  

Active	
  safety	
  systems,	
  like	
  for	
  example	
  belt	
  tensioners	
  or	
  airbags	
  are	
  

responsible	
  for	
  the	
  posture	
  and	
  position	
  of	
  the	
  occupant	
  in	
  the	
  car.	
  Therefore,	
  it	
  

is	
  their	
  task	
  to	
  ensure	
  that	
  the	
  occupants	
  are	
  in	
  the	
  best	
  possible	
  position	
  at	
  the	
  



moment	
  of	
  impact.	
  Since	
  the	
  position	
  and	
  kinematics	
  at	
  the	
  moment	
  of	
  impact	
  

are	
  crucial	
  for	
  the	
  safety	
  of	
  the	
  occupants,	
  it	
  is	
  even	
  more	
  important	
  to	
  reflect	
  

the	
  reality	
  in	
  the	
  simulation.	
  A	
  crucial	
  factor	
  is	
  that	
  humans	
  actively	
  try	
  to	
  resist	
  

a	
  forward	
  displacement	
  during	
  a	
  strong	
  braking	
  manoeuver	
  by	
  activating	
  their	
  

muscles	
  through	
  reflex	
  and	
  voluntary	
  activation.	
  Conventional	
  human	
  body	
  

models	
  achieve	
  that	
  only	
  partially.	
  In	
  contrast,	
  active	
  human	
  body	
  models	
  

including	
  muscle-­‐like	
  activation	
  and	
  control	
  are	
  needed	
  to	
  account	
  for	
  a	
  higher	
  

bio-­‐fidelity.	
  

	
  

Commercially	
  available	
  human	
  body	
  models,	
  like,	
  for	
  example,	
  the	
  THUMS	
  

(Total	
  Human	
  Model	
  for	
  Safety)	
  developed	
  by	
  Toyota	
  in	
  2000	
  and	
  further	
  

developed	
  and	
  used	
  by	
  other	
  automobile	
  manufacturers	
  like	
  Daimler,	
  often	
  

don’t	
  offer	
  satisfying	
  possibilities	
  of	
  activating	
  muscles	
  in	
  a	
  physiological	
  

manner.	
  Muscle	
  behavior	
  in	
  these	
  models	
  is	
  very	
  often	
  passive	
  and	
  based	
  on	
  

over-­‐simplified	
  spring	
  and	
  damper	
  systems.	
  Active	
  muscle	
  contraction	
  in	
  

biology,	
  however,	
  is	
  a	
  well-­‐coordinated	
  interaction	
  of	
  the	
  muscle	
  and	
  its	
  control.	
  

Particularly	
  in	
  the	
  pre-­‐crash	
  phase,	
  where	
  only	
  small	
  accelerations	
  in	
  the	
  range	
  

of	
  about	
  1g	
  occur,	
  muscles	
  have	
  high	
  influence	
  on	
  the	
  kinematics	
  of	
  the	
  human	
  

body.	
  We	
  hypothesize,	
  therefore,	
  that	
  the	
  implementation	
  of	
  established	
  models	
  

of	
  the	
  biological	
  muscle	
  into	
  human	
  models	
  developed	
  for	
  automotive	
  

applications	
  a.	
  will	
  enhance	
  the	
  bio-­‐fidelity	
  of	
  the	
  human	
  models	
  and	
  b.	
  will	
  

introduce	
  already	
  low-­‐level	
  motor	
  control	
  without	
  the	
  need	
  of	
  further	
  tuning	
  

control	
  parameters.	
  

	
  

In	
  this	
  work	
  we	
  present	
  a	
  literature	
  based	
  Hill-­‐type	
  model	
  of	
  a	
  biological	
  

skeletal	
  muscle	
  parameterised	
  within	
  a	
  commercially	
  available	
  simulation	
  

framework	
  (LS-­‐Dyna®,	
  Livermore	
  Software	
  Technology	
  Corporation/USA).	
  A	
  

parametric	
  study	
  was	
  executed	
  to	
  best	
  fit	
  the	
  muscle	
  model	
  (Fig.	
  1)	
  to	
  

previously	
  published	
  literature	
  results	
  (Fig.	
  2).	
  The	
  commercial	
  framework	
  LS-­‐

Dyna®	
  provides	
  already	
  a	
  Hill-­‐type	
  muscle	
  model,	
  the	
  material	
  Mat-­‐Muscle	
  

(MAT_156),	
  which	
  is	
  based	
  on	
  the	
  former	
  S15-­‐Hill-­‐Type-­‐Muscle	
  material.	
  With	
  

this,	
  several	
  typical	
  muscle	
  experiments,	
  the	
  quick-­‐release	
  test,	
  an	
  eccentric	
  

contraction	
  tests	
  and	
  a	
  concentric	
  contraction	
  tests,	
  were	
  executed	
  numerically	
  

to	
  develop	
  and	
  validate	
  the	
  muscle	
  model.	
  For	
  validation	
  purposes	
  in	
  crash-­‐test	
  



scenarios	
  it	
  is	
  recommended	
  to	
  use	
  the	
  concentric	
  test,	
  a	
  test	
  in	
  which	
  a	
  muscle	
  

is	
  constrained	
  at	
  one	
  end	
  and	
  loaded	
  at	
  the	
  other	
  end	
  (Fig.	
  1).	
  The	
  muscle	
  

shortens	
  concentrically	
  when	
  activated	
  as	
  soon	
  as	
  the	
  muscle	
  force	
  exceeds	
  the	
  

load.	
  	
  

	
  

	
  

	
  

	
  

The	
  result	
  of	
  the	
  simulation	
  was	
  compared	
  to	
  experimental	
  time	
  versus	
  

shortening-­‐velocity	
  curves.	
  It	
  was	
  found,	
  that	
  applying	
  different	
  loads	
  result	
  in	
  

different	
  time	
  curves,	
  as	
  expected	
  and	
  can	
  be	
  seen	
  in	
  figure	
  2.	
  The	
  smaller	
  the	
  

load	
  the	
  faster	
  the	
  contraction	
  and	
  the	
  bigger	
  the	
  displacement.	
  This	
  is	
  also	
  

pictured	
  in	
  figure	
  3,	
  the	
  results	
  of	
  the	
  contraction	
  test	
  with	
  LSDyna®	
  muscle,	
  

Mat-­‐Muscle	
  (MAT_156).	
  

Currently,	
  the	
  activation	
  of	
  the	
  muscle	
  has	
  to	
  be	
  described	
  as	
  a	
  time-­‐dependent	
  

function.	
  In	
  the	
  future	
  a	
  more	
  sophisticated	
  solution	
  for	
  the	
  activation	
  is	
  

targeted	
  at.	
  Therefore	
  further	
  studies	
  will	
  be	
  made	
  on	
  the	
  activation	
  dynamics	
  

in	
  form	
  of	
  differential	
  equations,	
  dependent	
  on,	
  for	
  example,	
  head	
  acceleration	
  

or	
  velocity.	
  It	
  is	
  necessary	
  to	
  use	
  time	
  independent	
  muscle	
  activation	
  in	
  order	
  to	
  

replicate	
  all	
  relevant	
  crash	
  scenarios	
  and,	
  thus,	
  to	
  develop	
  proper	
  safety	
  

systems,	
  since	
  the	
  level	
  of	
  muscle	
  activation	
  is	
  state-­‐dependent	
  rather	
  than	
  

time-­‐dependent,	
  explicitly	
  described	
  by	
  a	
  function	
  of	
  time.	
  	
  

g 
	
  

m 

x	
  

Figure	
  1:	
  Muscle	
  model	
  for	
  contraction	
  test 

Figure	
  2:	
  Time	
  vs.	
  velocity	
  curve	
  for	
  the	
  concentric	
  contraction	
  of	
  a	
  one-­‐day	
  old	
  piglet	
  
muslce	
  for	
  different	
  loads.	
  Experimental	
  data	
  is	
  ploted	
  wih	
  crosses,	
  the	
  simulation	
  result	
  
with	
  the	
  solid	
  line.	
  (Günther,	
  Schmitt,	
  &	
  Wank,	
  2007)	
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Figure	
  3:	
  Time	
  vs.	
  velocity	
  curve	
  for	
  the	
  contraction	
  test	
  of	
  LSDyna(R)	
  Mat-­‐muscle	
  
(MAT_156).	
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Abstract In this paper an anthropometric test devices (ATD) and a human
model are compared in a simulation of a standardized side impact scenario. By
comparing the injury values of the most important body regions, both models
are evaluated.

Keywords Side Impact · Dummy Model · Human Model

1 Introduction

In 2012, side impacts made up the second largest collision type for passenger
cars in the US ([2],[5]). More than 3.8 million collisions with motor vehicles
in transport are reported in [5]. In 21.3 % of these collisions, the first harmful
contact happens at an angle. This is the second largest type of collision be-
sides rear end, front end, sideswipe and other collisions. When looking only at
fatal accidents, being defined as one with at least one dead person within 30
days after the crash, this type of collision is by far the most likely one. Fatal
accidents with the first contact at an angle are approximately three times as
likely as fatal rear end accidents and about twice as likely as fatal head on
accidents.

Side collisions are dangerous, mostly because of the small space available
between the outer shell of the vehicle and the occupants. The narrow space
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makes crumple zones impossible and results in short time frames available
for the deployment of safety devices. Contrary to the more symmetric load
in front impacts, the deformation of the door during the collision exposes the
human body to an asymmetric load in side impacts. High strain is put onto
the thoracic region, especially the ribs, by the intruding parts of the door.

Regarding the mechanical design of the body parts for the ATDs, high
demands result from the complex load case described above. This can also
be seen in history of the development of ATDs for side impacts. In many
cases, the biofidelity was questioned, which lead to the development of new
or improved dummy models. The transmission of forces from the upper limbs
over the shoulder region to the spine, the introduction and construction of
single ribs or their coupling to the spine are just some of the problems.

For crash simulations, finite element models of the ATDs can be acquired
from various sources. The simulation of crash scenarios with ATDs is necessary
during the development of new vehicles and safety systems but it transfers the
problems of the mechanical modeling to the finite element models. In order
to avoid these problems the intermediate mechanical model can be ignored,
and a finite element model of the human body is created directly. The Total
human model for safety (THUMS),from Toyota Company, is such a model.

Our aim is the comparison between the ES-2re and the THUMS model
in a standardized side impact scenario. The maximum rib deflection and the
vicious criterion of both models are compared with each other.

2 Test setup

The ES2-re dummy and the THUMS model are compared in a side impact
setup shown in figure 1. This setup is defined in the ECE R95 regulations
with a moving deformable barrier (MDB EEVC, 950 kg) impacting the car at
a 90 ◦ angle at a speed of 50 km

h . The FE model of the barrier is provided by
the Livermore Software Technology Corporation (LSTC).

2.1 Vehicle model

The vehicle model used in the simulations is a 2001 Ford Taurus, for which the
FE model is publicly available through the Finite Element Model Archive at
the National Crash Analysis Center [4]. The FE model has a detailed interior
suitable for occupant simulations. However, it comes with the seats positioned
for a 5th percentile female dummy. Therefore, the seats are positioned for a
50th percentile dummy with information available in [7]. No airbags but a seat
belt with a retractor is installed in the Taurus model.
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Fig. 1 ECE R95 test setup for side impact.

Fig. 2 rib cage of the ES-2re Dummy model next to a human rib cage [1].

2.2 Dummy and human model

In side impacts, the thorax is one of the most important body regions. Due
to the complex structure, its modelling is difficult. Figure 2 shows the thorax
design of the ES-2re dummy next to a human ribcage. The ribcage of the
dummy is modelled with three seperate ribs, which are mounted with a spring
damper combination to the central body representing the spine. The ribs are
made of steel and are covered with foam and a rubber layer. They have exten-
sions reaching to the backplate on the impact side. The extensions are steel
stripes, which are supported by a needle bearing system in the backplate. This
creates a new load path from the spine to the ribs and is intended to cause
more realistic rib deflections. The FE model of the ES-2re dummy is provided
by Dynamore GmbH.

The THUMS is a detailed FE model of the human body. It contains the
skeletal structure, numerous organs, ligaments and other soft tissues. The
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model was validated successfully in various impact simulations, as an occu-
pant [6] as well as a pedestrian model [3]. The thorax, being modeled with
all organs and a detailed rib cage, is expected to show deformations in a side
impact very close to those of a human body. Therefore, a comparison with the
ES2-re dummy will show the differences of a human model in crash simula-
tions.
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Abstract We consider material and loading uncertainties within the context of
patient-specific finite element analyses of human femurs. The influence of the com-
bined uncertainties on the predicted mechanical response is quantified using a trun-
cated polynomial chaos expansion and Smolyak integration. This non-intrusive ap-
proach is demonstrated by the finite cell method as a black-box solver. Numerical
results are presented and compared to a Monte Carlo simulation.
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1 Introduction

Patient-specific finite element (FE) models of human femurs are based on data ex-
tracted from quantitative computed tomography (qCT) scans. The main difficulty
is to determine reliably the inhomogeneous material properties [1]. Moreover, most
FE analyses are aimed at demonstrating their accuracy with respect to in-vitro
experimental observations, where a well-defined load is applied mimicking the hip
contact force [2–4]. When used for clinical studies, however, both the physiological
load of a patient and its specific material properties are uncertain. Quantifying
the influence of the combined uncertainties is of importance, especially since these
nonlinearly affect the mechanical response. Our objective is to incorporate ma-
terial and loading uncertainties into a patient-specific FE analysis of a human
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femur, and to interpret the stochastic response clearly enough for biomechanical
applications.

2 Material and Methods

The deterministic mechanical response of a femur was shown to be well predicted
by the finite cell method (FCM) [5–7]. The FCM embeds the voxel-based geometry
of the femur in a simulation domain of high-order hexahedral cells following a reg-
ular Cartesian grid. Figure 1 illustrates this concept, which omits a computational
expensive segmentation and meshing procedure. The femur’s material behavior is
assumed to be linear elastic and isotropic. This requires two material constants:
Poisson’s ratio ν = 0.3 and Young’s modulus E. The latter is related to a local
densitometric measure ρash that is computed from the qCT scan of the femur.
Note that this approach accounts for the heterogeneous nature of bone tissue.

Because the relation between density and elasticity properties is based on ex-
perimental studies with a large scatter, we are uncertain about the correct conver-
sion for the specific femur under investigation. Therefore, we consider a stochastic
E-ρash relation [8]:

E = 12 000 ρ1.45ash ·XE E in [MPa], ρash in [g/cm3] (1)

Fig. 1 Deterministic simulation model of a human femur using the finite cell method. Dirichlet
boundary conditions are chosen such that the distal part of the shaft is clamped. The hip
contact force is applied as distributed load on a spherical cap resembling the shape of the
femoral head. Material constants are computed from the heterogeneous CT values (HU) with
the relations from [8].
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where XE ∼ lnN (0, 0.3162) is a log-normal random variable whose distribution
characterizes the scatter of the experimental data around the estimated trend.
Additionally, we consider a stochastic loading of the femur [9], which describes the
variability of hip contact forces measured in-vivo during going upstairs [10]. The
stochastic loading is characterized by three independent normal random variables:

XF ∼ N (0.97 ·BodyWeight+ 1465, 2772) F,BodyWeight in [N] (2)

XAx
∼ N (15.25, 3.382) Ax in [deg] (3)

XAy
∼ N (19.69, 6.492) Ay in [deg] (4)

with F , Ax, and Ay denoting the magnitude of the peak hip contact force and its
two corresponding angular directions, respectively.

As a result of the combined material and loading uncertainties, the patient-
specific simulation described above is stochastic. Denoting the deterministic model
byM and the input uncertainties by X = {XE , XF , XAx

, XAy
}, we are interested

in the model response Y =M(X). Here, the random variable Y describes a specific
scalar quantity of interest, e.g. the total displacement or the largest principle strain
at a specific location. We approximate the distribution of Y with a truncated
polynomial chaos expansion (PCE) [11,12]:

Y =M(X) =
∑

α∈A
yαΨα(Z) (5)

where Ψα denotes an orthogonal basis of multivariate Hermite polynomials and
A represents a finite set of multi-indices. The independent standard normal ran-
dom variables Z are directly related to X through an isoprobabilistic transform
T , i.e. X = T (Z). In order to determine the unknown PCE coefficients yα, the
orthogonality of the basis is used. It holds that:

yα = E[Y Ψα(Z)] =

∫

DZ

M(T (z)) Ψα(z) fZ(z) dz (6)

with fZ denoting the joint probability density function (PDF) of Z. The multidi-
mensional integral is to be numerically evaluated over the corresponding support
space DZ. At this point, a sparse quadrature scheme like Smolyak integration [13]
proves highly beneficial, as it circumvents the curse of dimensionality. Thus, the
computational model M needs to be evaluated only at a few Smolyak quadra-
ture points, each leading to a deterministic simulation of the femur with different
stiffness, load magnitude, and load direction.

Once the coefficients are determined, statistical quantities of interest can be
post-processed from Eq. (5). Mean and variance of Y are directly computed from
the PCE coefficients, because µ̂Y ≡ E[Y ] = y0 and σ̂2

Y ≡ Var[Y ] =
∑

α∈A\0 y
2
α.

In general, the PCE serves as a surrogate model and a sample set of response
quantities is generated by Monte Carlo techniques. These response samples are
then used to obtain an estimate of the PDF fY by kernel smoothing [11, pp. 67].
In combination with a limit state function also a probability of failure can be
approximated from these samples.
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3 Results and Discussion

Based on the qCT-scan of a fresh-frozen femur of a 56 year old male donor [14] a
FCM model was created. Assuming a body weight of 800 N, we are interested in
the PDF of the largest principle strain at 884 post-processing points distributed
all over the femur. For every point the stochastic response is approximated by
a polynomial chaos of order p = 4 containing 70 coefficients. The corresponding
Smolyak quadrature scheme with accuracy level p + 1 consists of 385 quadrature
points. Hence, only 385 deterministic simulation runs are necessary for quantifying
the stochastic response. This is significantly less than a Monte Carlo simulation,
which requires over 10,000 runs for being converged. In Figure 2 we compare the
approximated PDF of the PCE with the histogram of such an extensive Monte
Carlo simulation. Moreover, probabilities of failure are computed using a yield
strain of 7300µ as limit state [15].

The femoral neck region exhibits both the largest strains and failure risks
during going upstairs, just as the distal part of the femur shaft, which we assume
to be affected by the clamped boundary condition. However, all probabilities of
failure are very small (order of 10−4). This is reasonable given that the donor had
no skeletal disease.
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Fig. 2 Post-processing example: at selected point in space the distribution for the largest
principle strain (E1) is approximated by a PCE. Colored spheres represent locations where the
probability of exceeding the yield strain is larger than 10−5.
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Abstract The Total Human Model for Safety (THUMSTM ) is a computa-
tional model of the human body suitable for crash simulations for pedestrian
and occupant safety applications. The following presentation will discuss some
aspects and primarily focus on a brief comparison between the THUMS model
version 3 and the recent model version 4. Geometric details are given and some
applications are presented.

Keywords Human Modeling · THUMS · Active and Passive Safety ·
Simulation

1 Introduction

The THUMSTM Human Models are actively developed by Toyota Motor Cor-
poration (TMC) and Toyota Central R&D Labs Inc. in cooperation with addi-
tional research institutes like the Wayne State University since approx. 2000.

Reproducing the anatomical geometry and basic biomechanical properties
of the human body (e.g. skeletal structure, joints, bone stiffness or skin flex-
ibility), the THUMS models represent an additional tool to evaluate injury
risks and support the development of passive and active safety systems. Older
model versions are primarily used to simulate the kinematical behavior of the
human body or evaluate stress and strain distributions within the bones and
joints. The most recent model version 4 shows a much more detailed modeling
technique and can thus additionally be used to analyze more complex injury
mechanisms.

In the following, the main focus should be given on a comparison of the
recent model version 4 and the previous version 3 which is still in heavy use
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by various car manufacturers. Details and properties of the THUMS models
are presented and some example crash situations for pedestrian and occupant
safety simulations are addressed.

2 Model Versions and Variants

2.1 Model Variants

The model is available as an occupant and a pedestrian model version and -
in its standard size - represents a 50%ile adult male (AM50).

The occupant model is primarily used in occupant simulation environ-
ments, e.g. for seat, belt and airbag development in a driver and co-driver
posture and the evaluation of injury risks in various crash situations (frontal,
lateral and rear). Newer applications are also addressing a pre-crash phase,
where the human model is used to estimate the motion of the human driver
prior to the actual crash phase, e.g. during a lane change or a braking maneu-
ver. However this is still under heavy development since it requires a stabilized
human model and a reactive muscle behavior of the model.

The pedestrian models on the other side are used for pedestrian safety
simulations, where especially the impact location and time of the head on the
engine bonnet or the windscreen is of interest to develop active and passive
pedestrian safety systems. Here a variety of different postures, stances and
also model sizes can be taken into account. Especially the small female (5%ile
female model AF05), the 6 year-old child (6YO) or the large male (95%ile
male AM95) are frequently used and are also partly available in the THUMS
model family.

2.2 Model Versions

Currently available and in active use are the model versions 3 (2008) and 4
(2010 - update to version 4.01 in 2012) - see [1] and [2].

The model version 3 is a simplified representation of the human body,
covering mainly the skeletal structure, joints, the flesh, simplified organs and
a very detailed head (cf. Fig. 1). The geometry is mainly based on literature
data, whereas the head structure was gained from medical CT scan data. The
model is primarily used for kinematical evaluations in various crash situations,
where the kinematical sequence of the human body is of interest. Additionally,
stress and strain evaluations can possibly be performed for the bones and the
joints and due to the fine representation of the head, skull and brain injury
evaluations might also be possible, depending on the validation basis.

The current model version 4 on the other side is a completely new model
based on medical CT scans of a 39year old male (cf. Fig 2). Thus the model
represents a very realistic geometry and the detailing of joints, the head, skin
and flesh layers was considerably increased. New developments involve a very
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Fig. 1 THUMS Version 3 Model Details

Fig. 2 THUMS Version 4 Model Details

fine internal organ modeling, 3D ligaments and improved materials, such that
not only the kinematical response of the human body can be investigated but
also a deeper analysis of injury mechanisms in various areas of the human
body is now possible.

3 Applications

In the meantime, both model variants and versions are widely used in different
pedestrian and occupant safety simulations.

Pedestrian simulations (cf. Fig. 3) are typically used to evaluate the kine-
matics of the human body on the bonnet during a pedestrian crash situation.
Active and passive safety systems can be tested and improved. Efforts to es-
tablish the human models within regulatory testing procedures are on the way.

In occupant safety simulations (cf. Fig. 4), the THUMS models are used
together with seat and belt models, as well as airbag models. The efficiency of
theses safety systems can be tested and improved, as well as possible injuries
can be evaluated.
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Fig. 3 Example for a typcial pedestrian crash situation

Fig. 4 Example for a typcial occupant crash situation

4 Summary

To summarize, model version 3 is a simple, but computationally very efficient
model of the human body with limited evaluation possibilities. If one is only
interested in the kinematical behavior of the human body in various crash
situations, this model is completely sufficient. Model version 4 on the other
hand represents a new generation of human models, where the human body
is captured in much more detail. This eventually leads to a rather fine model,
which is computationally much more expensive and also sets higher demands
on the engineers knowledge about biomechanics and possible result extraction
possibilities. Both models are actively used and have their own strenghts and
limitations.

Further information can be found in [3], [4], [5], [6] and references therein.

References

1. Toyota Motor Corporation, Toyota Central R&D Labs., Inc., Users guide of Compu-
tational Human Model THUMS (Total HUman Model for Safety), Version 3.0, March
2008

2. Toyota Motor Corporation, Documentation - Total Human Model for Safety (THUMS),
Version 4.0, November 2010

3. JSOL Corporation, THUMS - Total Human Model for Safety, http://ls-
dyna.jsol.co.jp/en/thums/index.html

4. Iwamoto M, Tamura A, Furusu K, Kato C, Miki K, Hasegawa J, Yang K, Development
of a Finite Element Model of the Human Lower Extremity for Analyses of Automotive
Crash Injuries, SAE Paper 2000

5. Yasuki T, Yamamae Y, Validation of Kinematics and Lower Extremity Injuries Esti-
mated by Total Human Model for Safety in SUV to Pedestrian Impact Test, Journal of
Biomechanical Science and Engineering, Vol 5 No 4, 2010

6. Fressmann, D.; Muenz, T.; Graf, O.; Schweizerhof, K., FE Human Modeling in Crash -
Aspects of the numerical Modeling and current Applications in the Automotive Industry,
6. LS-Dyna Anwenderforum, Frankenthal 2007



MS I.5: THUMS User Community - Harmonising
the Validation of Human Models for Crash Simulation

Authors: Peldschus, Steffen, Fuchs, Therese

No pdf yet.
Steffen Peldschus*, Therese Fuchs**
* Lehrgebiet Angewandte Mechanik, Hochschule Furtwangen University
** Institut für Rechtsmedizin, LMU München

45



MS I.6: Modeling Active Human Muscle Responses
during Driver and Autonomous Avoidance Maneuvers
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Abstract Integration of pre-crash and in-crash safety systems has a potential
to further reduce car occupant fatalities and to mitigate injuries. However,
the introduction of integrated safety systems creates new requirements for
Human Body Models (HBMs) as occupant kinematics must be predicted for
a longer period of time, in order to evaluate the effect of systems activated
before the crash phase. For this purpose, a method to model car occupant
muscle responses in a finite element (FE) HBM have been developed, utilizing
feedback control of Hill-type muscle elements. The model has been applied
to study occupant kinematics under the influence of autonomous and driver
braking deceleration. Ongoing work aims at extending the model to be able
to also capture human responses to lateral and oblique pre-crash loading.
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1 Introduction

With increasing computational power available, numerical simulation has be-
come an important tool for all types of product development, especially in
the automotive industry. To evaluate the risk of injury in a simulated vehi-
cle crash, models of the occupants are needed. In physical testing this task
is performed by mechanical models of the human, anthropomorphic test de-
vices (ATD). Numerical models of ATD exist and are used extensively, but
more detailed responses can be evaluated if the occupants are represented by
an HBM, directly representing the anatomical structures and materials of the
human body.
Even though HBMs more closely resemble the actual human body, many as-
pects of the human anatomy and mechanical properties of living tissue remains
to be incorporated. One such feature is the inclusion of active musculature
and control of the muscles, which has only to a limited extent been included
in HBMs to date [1,3,4].
Emerging integrated safety systems has the potential to decrease impact sever-
ity through, for instance, autonomous braking [2,15] or steering [5]. Further-
more, sensory information and decision algorithms enable occupant restraint
activation to start before impact[6,16]. The duration of and load level present
in the pre-crash phase requires human active muscle responses to be taken
into account as they will have a major influence on the kinematic response of
the occupants. For the evaluation of these types of integrated safety systems,
there is a need for the inclusion of actively controlled muscles in HBM.

2 Method

In our work, the THUMS version 3.0 AM50 occupant model [17] is used. Its
anthropometry is based on the 50th percentile male reported by Robbins et
al. [14] and it consists of approximately 68 100 solid elements, 75 700 shell
elements and 3400 one-dimensional elements. The model contains rigid bodies
(e.g., the vertebrae) and deformable bodies (e.g., the intervertebral discs, ribs,
skin, and internal organs). For the simulations, the explicit FE solver LS-
DYNA (LSTC Inc., Livermore, CA, USA) is used.

2.1 Muscle Implementation

A total of 394 Hill-type line muscle elements have been added to the THUMS;
178 for the cervical spine, 110 for the lumbar spine, 14 abdominal, and 23 for
each upper and lower extremity (Figure 1). For each of the muscles, active
muscle stress is computed according to [9]:

σ = (Na(t) ∗ fv(v) ∗ fl(l) + fpe(l)) ∗ σmax + σd (1)

where Na(t) is the muscle activation level determined by the controllers, de-
scribed in Section 2.2.
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Fig. 1 Active HBM in a driver braking simulation [13], picture adapted from [9]. The soft
tissues not shown to disclose the musculoskeletal structure of the model.

2.2 Muscle Implementation

In the maintenance of a reference position, postural control, the human cen-
tral nervous system employs a feedback control strategy, i.e. stabilizing muscle
activations are generated in response to external perturbations [7]. This is im-
plemented for the FE HBM through the use of seven proportional, integral,
and derivative (PID) controllers, as generic representations of muscle spindle
feedback and vestibular reflexive stabilization.

The controllers use the angle of the head, neck, lumbar spine, and humerus
shoulder relative to the vertical axis, and for the elbows between the ulna
and humerus, to generate the control signals u(t). These are torque requests
that are actuated by the muscles of each controlled body segment, which are
grouped as either flexors or extensors, and each receive a muscle activation
level Na(t) determined through closed loop control [9].



4 Jonas Östh et al.

Fig. 2 Schematic representation of the neuromuscular feedback control model used in the
Active HBM. Adapted from Östh [9].

3 Applications

The Active HBM and the feedback control method has been applied to study
the response of the upper arm to impact-like pertubations [12], for model-
ing of car passenger responses in medium braking interventions [11]. Further-
more, the Active HBM was used to study driver responses to unexpected au-
tonomous braking interventions in combination with reversible pre-tensioned
restraints[10] and in driver voluntary braking [13].

4 Ongoing Work

The next step in this work is to extend the controller implementation to simu-
late postural control in omnidirectional load cases such as autonomous steering
and braking interventions. This task is not trivial as it is not as clear in these
load cases, in particular for the neck and trunk, which muscles are agonists and
which are antagonists. Current research on volunteer muscle activation pat-
terns in multi-directional perturbations show that various neck muscles have
distinct directional dependence and muscle specific contraction levels [8]). It
might be a feasible solution to modify the control signal so as to regulate
actuation by individual muscles rather than agonist and antagonist groups.
To validate the response of the modified HBM, volunteer experiments will be
performed to gather data on the human kinematic and muscle response during
steering and combined steering and braking maneuvers.
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Currently the term „Autonomous Driving“ is often considered as a synonym for a 
successful implementation of “Vison Zero” or the “Vison of accident free driving”. 
The first part of this paper will therefore discuss latest development and also the 
general framework of different levels of „Autonomous Driving“ and it´s system 
characteristics. Also the human factor and the influence on vehicle and traffic safety 
are presented. We will show that on the one hand systems which will offer 
autonomous driving in certain areas and specific use cases are very close to market 
introduction and on the other hand accident free driving will still be a vision for more 
than one decade.    
 
 
 
 
 
 
 
 
 
 
 

 



This means, that also Passive Safety and related systems and development tools will 
play an indispensable role within an Integrated Safety approach and the next vehicle 
generations.  
However, these new systems, technologies and driving conditions will open up also 
potential for a New Quality of Passive Safety. The pre-crash phase and related 
preventive safety systems and functions will be much more extended towards normal 
driving conditions respectively autonomous or semi-autonomous driving phases. 
Safety systems which will interact with the occupant in operating conditions “comfort”, 
“preventive” and finally “adaptive protection” characterize this new functionality. 
Especially this area and the needs for evaluation and development tools also for 
these systems opens up now new applications for numerical and virtual methods.  
 
 
 
 
 
 
 
 
 
 
 
 
      
 
 
The second part of this paper will therefore highlight the – at times dramatic progress 
of these development tools in the field of vehicle and occupant safety within the last 
decade and will finally show, that now numerical human models offer greatest 
potential.   
As a tool for the development and the assessment of automotive safety systems 
dummies, also known as ATD – Anthropomorphic Test Dummy/Device-, are used 
over the last 50 years – successively updated in terms of mechanical design, injury 
criteria and, most relevant, biofidelity. Meanwhile also numerical dummy models are 

 



established and widely used.  As a next step in the field of numerical simulation and 
“Virtual Testing”, and this is, of course, widely commented, numerical human models 
will be used as a supplemental tool to investigate the biomechanical impact of safety 
and restraint systems much more in detail. They, in principal, offer especially in the 
field of “real life safety” or “individual safety” potential for specific and dedicated 
improvement.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Application of these human models within the evaluation of a “New Quality of Passive 
Safety” demands now also the implementation of active muscles and human 
behavior.  First results from related research projects and volunteer studies clearly 
show, that only virtual human models will offer potential for further development and 
applicability in this area.    
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1 Introduction

Over the past few years isogeometric methods have emerged to be serious
competitors in the various fields of numerical simulation, e.g., solid mechanics,
fluid dynamics and various multi-physics problems. In comparison to estab-
lished concepts based on finite elements, isogeometric methods have proven
their superiority in many respects by a large number of benchmark problems
and proofs-of-concepts, revealing an increased accuracy per degree-of-freedom
and unique higher order approximation and continuity capabilities. Within
this context, the initial idea to bridge the gap between computer aided ge-
ometric design (CAGD) and finite element analysis (FEA) by supporting a
more tightly connected interaction of design and analysis faces the challenge
of a simple and flexible model generation for complex industry-relevant prob-
lems, often assembled from numerous trimmed and non-conforming NURBS
patches. The inherent need for multi-domain coupling in isogeometric meth-
ods has been addressed in a number of researches following several concepts
adapted from, and often extending, domain decomposition methods developed
in the framework of large-scale finite element simulations [1–3]. Considering the
coupling of domains as a problem of mutually depending essential boundary
condition problems, in general, allows the use of the same conceptual approach
for a reliable enforcement of the constraints of both problems [3]. Besides a
strong enforcement of boundary condition and coupling constraints, weak for-
mulations have a long tradition commonly providing a much higher degree
of flexibility in the geometric modeling process at the price of an increased
complexity of the mathematical model and the associated solution process.
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Fig. 1 Geometry principles of isogeometric analysis and the finite cell approach (left),
composed adaptive numerical integration scheme for immersed boundaries (right).

With this contribution we give an overview about recent developments for
the weak enforcement of boundary conditions and coupling constraints in iso-
geometric methods [5,6]. In particular, we focus on the coupling of thin-walled
shell models with partly immersed boundaries and/or models assembled from
trimmed and non-conforming patches, cf Figure 1. The trimming problem is
one of the central problems in isogeometric analysis which requires a powerful
analysis concept to avoid further domain decomposition or re-parametrization.

We propose a fictitious domain extension to isogeometric analysis based on
the principles of the finite cell method (FCM), the NURBS-version FCM [7,
4]. The main ingredients of the FCM include adaptive integration towards the
immersed physical boundary of the model, the use of higher order NURBS ba-
sis functions and the weak enforcement of coupling and boundary constraints.
Originally developed for embedding domains on Cartesian grids the presented
NURBS-version FCM exploits the smoothness and exactness of the computer-
aided-design (CAD) based geometric model description.

We will highlight the challenges, the potential and the limitations of the
NURBS-version FCM for thin-walled structures and Kirchhoff-Love shell mod-
els. We will further demonstrate a Nitsche-based extension of the equations
governing the elasticity problem that turns out to be well-suited for both,
weakly enforced essential boundary conditions and weakly enforced coupling
constraints. We will show that the adaptive integration scheme is a suitable
and powerful concept to tackle any geometric complexity of the conforming
and non-conforming trimmed patches at reasonable costs. We study the ac-
curacy, reliability and convergence properties of the proposed approach with
several benchmark problems and examples from engineering practice.
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1 Introduction

Spacetrees as generalisation of the quadtree/octree concept [6,8] have established
themselves as mature paradigm to realise structured adaptive mesh refinement
(AMR) codes in high performance computing architectures. Fictitious domain
methods such as the finite cell method (FCM) [5] have established themselves
as mature paradigm to realise solvers for partial differential equations (PDEs)
on complicated domains. Both rely on a Cartesian paradigm. One strength of
FCM is that it overcomes the O(h) accuracy constraint of Cartesian grids that are
not aligned to the boundary. At the same time, it preserves the simplicity of the
Cartesian mesh. One strength of spacetrees is that they overcome administrative
overhead for adaptive grids that change throughout the solution. At the same time,
they preserve the simplicity of recursive Cartesian representations. Consequently,
a merger is a promising approach to bridge the gap from PDEs on complicated do-
mains to supercomputers for elliptic problems discretised with higher order finite
elements.

Our work relies on some recently published techniques embedding small regu-
lar Cartesian meshes into a spacetree [7]. These patches are surrounded by a ghost
layer. This allows computational kernels to evaluate shape functions per patch
without interfering with neighbouring patches once they are properly initialised.
The patches plus the kernels define computational tasks. Within the patches,
FCM integration can replace unmodified B-spline integration straightforwardly.
Our work briefly discusses a choice of minimal patch and ghost layer sizes for a
given B-spline order to preserve the no-overhead characteristics of spacetree codes.
Starting from such a basis, we focus on matrix-free matrix-vector product evalu-
ations, i.e. matrix-vector product evaluations that can be done in one grid sweep
and do not rely on an explicit assembling of a system matrix. This is an important
building block of many iterative solvers such as multigrid or Krylov methods; in
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particular if the solver is very sophisticated and requires only few matrix-vector
evaluations to convergence or before the grid is refined. Four algorithmic aspects
dominate our work.

First, we discuss a generalisation of the bi-subdivision property of B-splines
to arbitrary partitioning factor. It is well-known that a B-spline of order p on a
mesh of mesh width h can be constructed from two B-splines of order p − 1 on a
mesh of mesh width h in 1d. Higher dimensions then result from tensor products.
It is also well-known that a B-spline of order p on a mesh of mesh width h can be
constructed from B-splines of order p on a mesh of mesh width h/2 [1]. While the
formal proof of the extension is basically a technical exercise, arbitrary subdivision
numbers allow us to formalise Cartesian embeddings on the spacetree that break
the k restriction for a spacetree relying on k-partitioning. We can choose Cartesian
embeddings per grid level flexibly and thus tailor our grid layout to problem needs.

Second, we discuss an application of the MLAT/HTMG idea [2,3] to matrix-
free B-spline/spacetree finite element spaces. MLAT reduces an AMR matrix-
vector product to simple d-linear interpolation and injection plus compute kernels
acting on regular Cartesian subgrids, i.e. patches. It relies on overlapping nested
grids, kind of a generating system [3], which picks up an inherent property of
spacetrees. With MLAT, the major building block of an AMR code remains the
regular grid matrix-vector kernel, augmented by a second kernel realising the d-
linear interpolation according to the B-spline subdivision properties discussed.
The scheme thus is even simpler than similar techniques proposed [1,4,5]. An
application of this technique yields plain matrix-free AMR.

Third, we discuss the interplay of a proper Cartesian patch size choice with
current hardware architectures. Following [7], we reiterate that the smaller the
embedded grids the better the ratio of solution accuracy to memory footprint.
However, small Cartesian grids do not anticipate recent hardware trends. Manycore
architectures in particular require high arithmetic intensity on big regular data
structures. And the overhead to administer floods of very small tasks is in general
not neglectable. While high order B-splines yield high arithmetic intensity, the
architectures’ hunger for big data structures contradicts a low global memory
footprint. We thus pick up the block fusion concept from [7] and tailor it to our
FCM kernels. A tailoring allows us to specify our matrix-free solver on very small
Cartesian patches. This yields a good accuracy to memory ratio. In subregions
of the computational domain that are resolved by regular spacetree grids, i.e. by
assemblies of patches of the same resolution, the algorithm automatically fuses
these patches into a bigger patch and thus yields a higher throughput. In terms of
multicore tasks, tasks are merged.

Finally, we discuss the interplay of FCM’s adaptive integration and multicore
architectures within the proposed spacetree paradigm. We start from the obser-
vation that a spacetree yields the required adaptive integration grid, if we allow
spacetree levels that are refined further than the actual compute grid. The com-
pute grid, i.e. the patches, is embedded into the spacetree and do not neccessarily
reside exclusively on the spacetree leaves anymore. Furthermore, we observe that
iterative schemes do not necessarily require perfectly integrated operators—they
may start with an approximation of the operator. While multiple iterative sweeps
are performed, we then can improve the operator as well. As a consequence, we
propose a temporarily overlapping integration/matrix-vector evaluation scheme
where a spacetree traversal on the one hand evaluates the matrix-vector prod-
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uct. On the other hand, it spawns additional tasks working on the same meshing
paradigm. These tasks integrate the operator better and better and feed the result
of this improved integration back into subsequent matrix-vector evaluations.
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Abstract We revise the design of our macro-micro-coupling tool for hybrid
molecular-continuum simulations in fluid dynamics. A particular focus lies on
the application of the Cartesian grid data structure which is used for data
transfer between the continuum and the molecular dynamics (MD) solver. We
demonstrate our approach in a coupled scenario using the spatially adaptive
Lattice Boltzmann framework waLBerla and the MD package LAMMPS.
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1 Introduction

Molecular-continuum simulations are a promising approach e.g. in fluid dy-
namics to allow for virtual multi-resolution of computational domains. The
computational domain is split into a large region where a coarse-grained, e.g.
mesh-based Lattice Boltzmann, fluid solver is applied and a (typically) small,
fine-grained region where the fluid flow is described by means of molecular dy-
namics (MD). Both coarse-grained and MD simulation are coupled based on
mass, momentum and/or energy transfer. One particular issue in molecular-
continuum simulations is constituted in switching between particle- and mesh-
based perspectives.

In the following, we revise the macro-micro-coupling tool [1,2] which is
meant to support the developers of new coupling algorithms. In Section 2
we describe the coupling tool with particular focus on the underlying data
structures and the mapping from mesh- to particle-based descriptions. We
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Fig. 1 Design of the macro-micro-coupling tool (a) and mesh-to-particle mapping (b)[1].

subsequently provide results for hybrid Lattice Boltzmann-molecular dynamics
(LB-MD) simulations in Sec. 3 using our coupling tool.

2 The Macro-Micro-Coupling Tool: Mesh-to-Particle Mapping

Fig. 1 gives an overview of the overall design and functionality of the macro-
micro-coupling tool [1]. A Cartesian grid data structure is encapsulated inside
the coupling tool and is used for the transfer of hydrodynamic quantities (such
as mass or momentum) between macro- and microscopic simulations. The re-
spective grid cells are referred to as macroscopic cells in the following. The data
structure is designed such that the macroscopic cells always reside on the same
process as the corresponding computational domain of the MD simulation.

This is advantageous for several reasons. First, linked cell data structures
which are often used in MD simulations to speedup computations can im-
mediately be re-used by the macro-micro-coupling tool, e.g. to iterate over
the molecules (MoleculeIterator, see Fig. 1(a)). In this case, the size of the
macroscopic cells (see green cell in Fig. 1(b)) needs to be a multiple of the
linked cell size. Alternatively, a different MoleculeIterator (see Fig. 1(a))
can be defined by the MD simulation which allows for more flexibility in the
choice of the cell size. Still, in order to yield consistent force evaluations or
particle insertions, the macroscopic cell size needs to be larger than or equal
to the cut-off radius used in the respective MD simulation.

Second, interpolation and sampling is established strictly locally on each
MD process in parallel scenarios; currently, up to second-order interpolation is
possible while retaining the strict locality [2]. If the macroscopic cells resided
on other processes, significant communication overhead would be introduced.
For example, in case of local sampling of mass or momentum from the molecule
configurations inside each macroscopic cell, the sampled quantities would need
to be sent to the respective process in each sampling step.
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Fig. 2 Velocity field in a channel flow experiment. The MD region is embedded near the
outlet in the middle of the channel (white cubic box). Three levels of refinement are applied
around the MD region. The white line through the center of the MD box corresponds to the
cross-section for the evaluation of velocity profiles, see Fig. 3(a).

In order to have consistent data/molecule configurations on all processes,
synchronise() methods need to be implemented by the MDSolverInterface

(see Fig. 1(a)) and thus provided to the coupling tool. This step is strongly
dependent from the MD implementation. For example, in case of particle in-
sertion/deletion due to mass transfer, a sychronisation may be achieved by
updating the molecule information close to the process boundaries on all pro-
cesses of the MD simulation.

3 Molecular-Continuum Channel Flow Simulation

A coupling of the spatially adaptive Lattice Boltzmann framework waLBerla1

[3] and the MD package LAMMPS2 [4] was established using the macro-micro-
coupling tool. Figure 2 shows the setup of a channel flow scenario: the inner
white cubic box is resolved by MD whereas the whole computational domain
is covered and solved by the Lattice Boltzmann method; for details on the
underlying steady-state coupling algorithm, see [2]. The parameters required
for the coupling are listed in Tab. 1.

The velocity profiles of the pure LB and the LB-MD solution are shown
in Fig. 3(a). They are in good agreement, with thermal fluctuations visible in
the LB-MD solution. Strong scaling experiments for the underlying scenario
were conducted on the bulldozer partition of the MAC-cluster3. Good scaling
behaviour is observed for the coupling on up to 1024 cores, corresponding to
16 bulldozer nodes, cf. Fig. 3(b).

1 www.walberla.net
2 lammps.sandia.gov
3 For details on the hardware architecture, see http://www.mac.tum.de/wiki/index.php/MAC Cluster.
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Channel size 1920× 960× 960
MD domain size 120× 120× 120
MD model Single-centered Lennard-Jones,

ε = 1, σ = 1, cut-off radius rc = 2.5
Thermodynamic state (ρ, T ) = (0.6, 1.8)
Kinematic viscosity ν = 1.5
Relaxation time (BGK) in LB τ = 0.65

Time steps LB per coupling cycle nLB = 80 000

Time steps MD per coupling cycle nMD = 4 000 000

Time step size in MD dtMD = 0.002

LB velocity relaxation factor, cf. Eq. (17.5) in [2] λLB = 0.1

MD velocity relaxation factor, cf. Eq. (13.11) in [2] λMD = 0.05
Coarsest mesh size in LB dxcoarse = 10.0

Finest mesh size in LB dxfine = 2.5

Table 1 Parameter settings for the LB-MD channel flow simulation.

(a) (b)

Fig. 3 Velocity profile along the cross-section of the channel flow for pure LB and hybrid
LB-MD simulation (a) and strong scaling of this scenario (b).
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Abstract To cope with the different occurring scales in Tsunami simulations—the global
propagation of the wave and the local effects of the coastline impact—often adaptive mesh
refinement (AMR) is used. Explicit time integration demands here usually for finer time
steps in the finer parts of the grid compared to coarser parts. However, along coastlines, the
shallower bathymetry leads to a slower wave speed and, hence, allows for larger time steps.
Classical AMR schemes apply the same time step size for all cells of the same resolution.
In this work a different approach for local time-stepping is tested in coastline scenarios to
investigate the benefit of exploiting larger time step sizes in these areas.
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1 Introduction

The simulation of large-scale waves is an important tool to get a better understanding of the
creation, propagation, and effects of Tsunamis. For this purpose usually the shallow water
equations are used that reduce the three-dimensional ocean domain to a two-dimensional
representation which allows an efficient computation.

The propagation of a wave across an ocean takes place at scales of thousands of kilo-
meters with wavelengths of up to several hundreds of kilometers. Hence, resolutions in the
order of kilometers are sufficient to yield reasonable results. However, when a Tsunami wave
approaches the coast and the water is getting shallower, the wavelength decreases down to
hundreds of meters. For this wavelength, the bathymetry of the sea floor as well as the ge-
ometry of the coastline needs to be resolved with resolutions in the order of meters [1, 2].
This gap between resolutions is usually bridged by using dynamically adaptive grids.
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2 Local Time-Stepping

Wave propagation simulations demand for explicit time integration schemes which are re-
stricted in the allowed time step size due to stability. The maximally allowed time step size
depends on the resolution: Fine cells lead to small time step sizes. Global time-stepping
schemes apply the global minimum of the allowed time step size on every cell in the simu-
lation. This provides a stable solution, but has two major disadvantages: The computational
effort is much larger than necessary and the numerical diffusion is increased if the taken
time step size for a cell is far below the maximally allowed time step size for this cell [3].
Local time-stepping schemes are used to circumvent these disadvantages, so to compute
simulations faster and to yield a better solution.

2.1 Resolution-Based Local Time-Stepping

The classical approach for local time-stepping is based on the resolution of a cell or a certain
part of the grid. That means, if a part of the grid (called subgrid in the following) is refined
in space, the same refinement factor is applied to the time step size within this subgrid. One
central aspect is that integer refinement factors are required between all cells. The general
idea is described in [4] and the according implementation can be found in [5].

While this approach has been proven to work very well in many cases [6, 7], it has a
significant drawback when applied on Tsunami simulations: As described before, in real-
world scenarios the grid has a much finer resolution along the coastline, which leads to
very fine timesteps in this area. However, the wave speed corresponds to

√
gh, where g is

the gravitational constant and h is the water height above the sea floor. Hence, close to the
coastline, where the grid has a fine resolution, h is relatively small and, thus, the wave speed
becomes small as well. So, larger time steps would be possible here, compared to the time
step size stemming from the resolution-based local time-stepping.

In a mere resolution-based approach, this can only be treated by choosing different re-
finement factors for time and space [2, 8]. However, these refinement factors apply globally
for the given resolution. So, a careful selection of the refinement factors throughout the
grid’s hierarchy is required, which also depends heavily on the used refinement criterion
and, thus, on the shape of the coastline’s geometry.

2.2 Stability-Based Local Time-Stepping

We proposed a different approach to local time-stepping in [9] and implemented this scheme
in the software PeanoClaw1. Here, the time step is not chosen with respect to the local
resolution but the actual stability criterion for the numerical scheme is evaluated for a certain
subgrid. Hence, a time step size is taken so that a certain CFL number is reached.

The main difference to the classical approach is that the refinement factors in time are
decoupled from the refinement factors in space and that the temporal refinement factors do
not have to be integer ratios. Furthermore, cells with the same resolution do not have to take
the same time step size, but can take time steps of arbitrary length. That means, that parts of
the grid can advance with a different time resolution than others, independent of the actual
spatial resolution. This allows Tsunami simulations to use a larger time step size for a fine
resolution if the stability criterion allows this due to a lower wave speed.

1 https://github.com/www5sccs/peanoclaw
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hd

hs

Fig. 1 A schematic view of the scenario is given on the left. Here, the gray areas represent areas of constant
depth (hd : deep area, hs: shallow area), while the blue circle represents the radial breaking dam. On the right
the bathymetry is shown in a perspective view. Colors represent the depth.

Fig. 2 The scenario in the initial state (left), during the deep-water propagation of the waves (middle), and
towards the end of the simulated time (right).

3 Benchmark Scenario

To show the benefit of the stability criterion-based local time-stepping, an artificial ocean
scenario is used: The simulated domain contains a deep water area with constant depth
(hd = 100m) and a shallow water (hs = 10m) area representing the coastal region along
three of the four sides of the domain. There are linear ramps as transition between the deep
and the shallow part as can be seen in Figure 1. The domain size is 1,000×1,000 meters.

The initial ocean surface has the same absolute height throughout the domain but for a
cylindrical area that is elevated above the rest of the domain. That means, the scenario rep-
resents a classical radial breaking dam with a piece-wise linear bathymetry. It is simulated
until the first wave front hits the coastline boundary (see Figure 2).

4 Results

The described scenario is simulated with three different grids. In all cases, every cell is
flagged for refinement that represents the shallow part of the domain. The coarsest cells
always have a size of about 6× 6 meters, while the spatial refinement factors between two
grid levels is always 3. So, for one level of adaptivity the fine cells have a size of about 2×2
meters, for two levels of adaptivity about 0.69× 0.69 meters, and for three levels about
0.23×0.23 meters. The cells are assembled into subgrids of 18×18 cells each.

For every grid g the number of performed cell updates cg is measured and the theoretical
number of cell updates required by an optimal resolution-based AMR simulation rg is com-
puted. The potential speedup for grid g is computed as sg =

rg
cg

. Figure 3 shows these ratios
of cell updates. The number of cell updates can be reduced by a factor of 1.8 for one level
of adaptivity, by a factor of 2.8 for two, and by a factor of 4 for three levels of adaptivity.
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Fig. 3 The speedup achieved with different adaptivity patterns (left) and the resulting grid with one level of
adaptivity (right).

5 Conclusion

The results are artificial as the used scenario does not resemble a real geometry and the
potential speedup is determined against a theoretical model. Additionally, the results were
found to be sensitive with respect to the scenario setup. However, the estimation of the cell
update reduction ratio was done conservatively and show a significant potential for improv-
ing the simulation performance. Furthermore, the simulated scenario only represents a local
wave propagation system, were the ratio between shallowest and deepest region is only ten.
In global systems, the differences in depth and, thus, wave speeds can be significantly larger.

For massive parallel simulations, the stability-based approach reduces the global depen-
dency of the time-stepping scheme. This can reduce the global communication demand and,
hence, may result in better scalability. However, investigations on real-world setups would
be required to get reliable information.
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Abstract We study adaptive mesh refinement in flood simulations where
we have to deal with complex geometries like terrain data or buildings. For
this, we use both structured and unstructured meshes in a geometric multi-
grid scheme to allow efficient and accurate simulations on large scenarios. We
present strategies for data exchange between different mesh types and different
grid levels while maintaining computational efficiency.
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Adaptive mesh refinement (AMR) is a valuable technique to reduce compu-
tational effort and preserve numerical accuracy. It yields regions with a rather
high cell density, where accuracy demands for it, while other areas of the com-
putational domain hold a coarse mesh. Furthermore, if areas of high refinement
change dynamically over time, the assignment of computational resources has
to be adopted to the new mesh constellations permanently. A good example
for codes benefiting from AMR are hyperbolic equation solvers: Regions of the
computational domain where the wave runs through require high refinement
and hence a lot of computational resources. In contrast, the remaining regions
with low activity require far less computational work. Ideally, most resources
should be assigned at the wave front throughout the whole simulation while
keeping the amount of work balanced to some extent on all involved resources.
In Figure 1, we simulate rainfall with an intensity of 50 mm/h in the Mecca
mountain area to determine which areas might be affected by flooding. We
are using the FullSWOF2D[2] solver package, which solves the shallow wa-
ter equations with added rainfall and friction terms. Additionally, the solver
was specifically designed for simulating rainfall in agricultural areas. There-
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Fig. 1 Rainfall simulation with an intensity of 50 mm/h in the Mecca mountain area.

fore, it is able to handle dry-wetting effects which is a very essential feature
for our scenario.. The computational domain for the Mecca mountain area
has a size of 16 km x 9 km and our topography dataset has a resolution of
1m. The corresponding dataset was kindly provided by the Visual Computing
Center at KAUST. Due to the size of the domain and due to the fact that
the FullSWOF2D solver software was designed for regular grids, we integrated
this solver into PeanoClaw[6]. This allows us to enhance the original solver by
adaptive local time stepping and we also get free parallelism through the Peano
framework[8] on which PeanoClaw is based. The basic idea is to decompose a
domain into a hierarchy of sub-domains, where each sub-domains is made of a
fixed number of rectilinear cells. The interfaces between these sub-domains are
then handled through exchange of halo-layers as well as through spatial and
temporal interpolation or extrapolation. However, the solver cannot simply
use the dataset because we are dealing with different mesh types: Both the
FullSWOF2D solver as well as PeanoClaw expect a rectilinear mesh while the
terrain dataset is a triangular mesh, which was generated through a restricted
quadtree triangulation method. An overview for quadtree based triangulations
can be found for instance in [4]. Though it is easily possible to use interpola-
tion and sampling techniques to map grid points from one mesh type to the
other, this approach ignores the valuable properties like the hierarchical struc-
ture of the underlying triangular mesh. Moreover, in this particular scenario
we are not only dealing with terrain data but also with buildings which are
given the by models, created by Computer-aided design, or point cloud data.
While there might not be a notable difference for the solution when we use a
rectangular approximation for the terrain surface due to rather large scales,
there is a notable different for buildings with complex surfaces, which have to
be represented as accurately as possible in the simulation. Even if we would
represent it with a very fine mesh, this would also decrease our possible time
steps due to the CFL condition of the underlying solver. Hence, our objective
is to represent complex geometries and terrain data as accurately as possible
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while using a mesh which is as coarse as possible. Therefore, we are able to
benefit from adaptive local time stepping, which in turn allows us to run our
simulations in a time-efficient manner.

In our approach, we extend the PeanoClaw domain concept in two ways:
First, we implement support for arbitrary coordinate frames as proposed by
Chen et al[1]. The authors present a method for coupling multi-block domains
through a common parent block, which has a coordinate frame on its own.
It is possible to translate data between different coordinate frames without
knowing the coordinate frames of the neighboring domains. However, arbitrary
coordinate frames may still lead to domain interfaces which might not fit
exactly. To solve this issue, we adapt a method proposed by Nguyen et al[3].
Using this method, the authors are able to couple two and three dimensional
non uniform rational b-splines (NURBS) patches, though they have different
mesh properties at the patch interfaces. Second, we present different strategies
how to handle the data exchange between structured and unstructured meshes,
based on work of Turnball et al[5], and how to switch between these two mesh
types in an AMR context. Our goal is to maximize the number of sub-domains
with structured meshes while limiting the number of unknowns per sub-domain
to benefit from cache-efficiency, as shown in[7]. All together, these concepts fit
naturally into the geometric multigrid context of the Peano framework..

Finally, we will show the effectiveness and flexibility of our approach with
respect to our large-scale flood simulation scenario with complex geometries.
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1 Introduction

In petroleum production and engineering, the subsurface formation that sur-
rounds the well screen gets, in many cases, deteriorated with time in relation
to its hydraulic conductivity. As a consequence, well production declines with
time and this limits to a large extent its efficiency. Since well installation is
a major production operation that usually requires a large capital, it is al-
ways important to revive the use of the installed wells rather than abandoning
them. One of the methods that have been proposed to alleviate this problem
is to inject chemicals that dissolve, in a sense, the formation materials and
open channels to ease the flow of the oil. Most of the research work that has
been reported on this topic appeals to experimental correlations that are to
a large extent specific to certain types of porous media (e. g., granular, con-
solidated porous media) and therefore not applicable to the wide range of soil
material types. In this work, we provide an alternative route, thanks to the
advancement in the CFD simulations of complex pore scale structures. The
idea is to update the permeability based on pore scale simulations rather than
based on experimental correlations. The main challenge beside coupling two
different spatial scales is to handle the differences in time scales required to
perform porous media simulations (which are relatively fast) versus the time
required to update the permeability based on CFD simulations (which are
relatively slow). This goal can be achieved through the generation of offline
database data of permeability values with a direct access from a porous media
simulator, which triggers the transmission whenever a new calculated value is
available.
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E-mail: nevena.perovic@tum.de (corresponding Author: Nevena Perović)
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In order to present our concept and some first findings, this extended ab-
stract will shortly describe established and implemented governing laws and
equations, the applied high-performance parallel computing techniques, and
an application example enlightening the usability and efficiency of our imple-
mented approach.

2 Groundwater Flow Through Porous Medium

2.1 Governing Equations

As stated before, two models are introduced in order to make such numerical
simulations as efficient as possible – a macro model based on Darcy’s Law,
described through the following equations:

Q

A
= −k

µ
· ∆Hp

L
, K =

kρg

µ
, and Udarcy = −K∆P

L
, (1)

where the ratio Q/A is often referred to as Darcy flux, U the fluid veloc-
ity u [m/s], k denotes the permeability, µ the dynamic viscosity of the fluid
[kg/(m·s)], K the hydraulic conductivity [m/s], ∆Hp [Pa] the pressure drop.

A second micro model is based on the Navier-Stokes conservation of mass
and momentum equations that can be written in their vector forms as follows:

∇ · u = 0 , (2)

∂ui
∂t

+∇ · (uiu) = ∇ · (ν∇ui)−
1

ρ
∇ · (pei) + bi (3)

for i ∈ {x, y, z}, where u = (ux uy uz)T denotes the velocity field in [m/s] in
the three spatial dimensions, t the current time of the simulation in [s], ν the
kinematic viscosity in [m2/s], ρ the density in [kg/m3] and p the pressure in
[Pa].

Since the description of the governing equations is kept quite brief here,
the interested reader is referred to standard literature such as [2] or [6] for
further information on the derivation of both laws.

2.2 High-Performance Computing Concept for CFD Simulations

In order to solve the Navier-Stokes equations described previously, a discretisa-
tion of the physical domain is performed, resulting in a complex data structure
that consists of sets of non-overlapping block-structured orthogonal Cartesian
grids as depicted in figure 1. While the logical grid structure contains topolog-
ical and geometrical information such as parentage, the data grids themselves
contain the actual variables such as velocity, pressure, permeability, tempera-
ture etc. necessary for performing any numerical calculations.
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each cell is linked to one 

data grid of size bxubyubz 

surrounded by halo 

Fig. 1: Logical data structure layout in tree form (on right-hand side) and in
overlayed grid form (on left-hand side). Each logical grid holds a pointer to a
data grid containing the actual data surrounded by a halo of ghost cells (mid
of picture). (Source: [4])

Fig. 2: Generated geometry based on sieve curve input data

Having generated such complex data structures, a fractional step method
proposed by Chorin [1] is applied while using numerical discretisation based on
a finite volume scheme in space and a second order explicit Adams-Bashforth
method in time [5]. An efficient multi-grid like solver is applied in order to
solve the arising pressure Poisson equation. For detailed information on the
realisation of the structure or the MPI exchange routines in order to ensure
proper communication, the reader is referred to [4] or [3] for instance.

3 Application Example

For the purpose of a CFD simulation on the micro scale, the physical domain
of a porous medium is generated as a set of spheres of different diameter
randomly positioned in a predefined domain and depicted in figure 2.
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Fig. 3: Representation of an established iteration routine between two models
of a different scale

Such domain represents just a small part of the domain (cf. figure 3) at
which the macro-scale simulation is performed. In order to overcome the prob-
lem raised due to two different spatial and time scales, an offline database is
generated and updated with values of permeability that are calculated on a
micro level for several different scenarios. At this point, it is important to
mention that coupling between these two models is exclusively done over the
permeability value, as when the velocity and pressure values on the micro-scale
are known, the permeability value can be calculated with almost no effort and
upscaled for the macro-scale calculations. The later model is linked to the
database, in such way to be able to take over calculated values of permeability
for a specific case, whereas if the required value is not presented, to trigger a
new micro-scale calculation.
Once the adequate coupling value is available, the fast macro-scale calcula-
tion of necessary amount of chemicals, inserted into the underground area in
the vicinity of an existing well, can be performed. Within this calculation,
the output parameters which describe the rate of soil degradation on a porous
scale (also called, macro scale) are stored at some share memory medium. This
medium can be a part of the database, but it might be also completely inde-
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pendent of it. Having calculated this degradation value, a micro scale model
is triggered once again to perform a completely new simulation, starting from
discretisation of degraded geometry domain, setting all necessary boundary
conditions, up to the calculation of new value of permeability, which will be
then stored in the previously generated database.

Taking into account that Darcy equations are derived by means of volume
averaging from the physical Navier-Stokes equations, the same principle is
applied in order to achieve the permeability value at the micro scale that
would fit into macro scale model. Having done that, additional analyses were
performed, so to define a deviation of particular value of permeability at the
micro scale comparing to the mean value calculated for the macro scale model.
Such a deviation is a measure of how those two models can be coupled together
and can be set to some specific value, depending on particular goals of research
work.

Acknowledgements This publication is partially based on work supported by Award No.
UK-c0020, made by King Abdullah University of Science and Technology (KAUST).
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Abstract We consider the HPC challenge of fault tolerance in the context of
plasma physics simulations using the sparse grid combination technique. We fol-
low an algorithm-based strategy and present initial convergence results, current
bottlenecks, and future strategies based on recent theoretical results. This work is a
building block of the project EXAHD in the DFG’s Priority Programme “Software
for Exascale Computing” (SPPEXA).
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1 Introduction

This project stands on the intersection of two major upcoming scientific endeav-
ors: the sustainable generation of fusion energy, for which a deep understanding of
plasma turbulence phenomena is crucial, and the approaching era of exascale com-
putations. In the former, numerical simulations of hot plasma fusion are expected
to provide further insights into the turbulent processes that characterize the flow.
This task requires the solution of a 5D partial differential equation (PDE), the
so-called gyrokinetic Vlasov equation, that depends on three spatial coordinates
(x,y,z), the velocity parallel to the magnetic field line v‖, and the magnetic mo-
ment µ. Both time-evolution and eigenvalue problems within this context can be
numerically treated with the robust code GENE [1]. In particular, the code solves
an equation of the form ∂g

∂t = L(g) +N (g) , where L and N represent the linear
and nonlinear terms of the Vlasov model, respectively.
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The second pillar of our project is the potential implementation of GENE
on exascale, for which new software paradigms have to be introduced. Given the
excellent scaling properties of the code on current HPC systems, an additional level
of parallelism based on the sparse grid combination technique (CT) [2] has been
proposed to target exascale. The idea is to approximate a d-dimensional function
fn (e.g., the solution of the Vlasov equation) defined on a regular Cartesian grid
Ωn by a weighted sum of functions fl defined on smaller, anisotropic Cartesian
grids,

fn(x) ≈ f (c)
n =

∑

l∈I
clfl(x), (1)

with appropriate coefficients cl. Here, Ωl (with the multi-index l = (l1, l2, . . . , ld),
also called level vector) denotes a grid with mesh size of 2−lk in dimension k =
1, . . . , d, and I is the set of level vectors of the grids used for the combination. The
choice

f (c)
n (x) =

d−1∑

q=0

(−1)q
(
d− 1
q

) ∑

l∈In
fl(x) (2)

yields the classical sparse grid combination technique, with In given by

In = {l ∈ Nd : |l|1 = |lmin|1 + d− q − 1 : lmin,i ≤ li ≤ ni} , (3)

where lmin specifies a minimal resolution level in each direction. The resulting
approximation requires considerably fewer discretization points at a small increase
in the approximation error, assuming certain regularity properties of fn. However,
the combination coefficients cl and index set I can be chosen differently, adding
to the flexibility of the combination technique [8]. To interpolate among grids, we
use d-linear interpolation with piecewise d-linear functions. The fact that all fl in
Eq. (1) are of considerably smaller size than fn and can be computed independently
of each other is the main idea behind the two-level parallelism approach. This
will potentially allow us to exploit exascale resources, but it also presents various
challenges. Important advances have been made in the context of load balancing [7]
and communication schemes [9] for the combination technique, and we now address
the issue of resilience for our specific application.

2 Fault Tolerance with the Combination Technique

Developing the theory of a fault-tolerant combination technique (FTCT) has re-
quired great efforts in the last few years [4,5,10], and only recently has it been
generalized within a more formal mathematical framework [6].

Figure 1 illustrates the problem in 2D, using a CT with lmin = (1, 1)T and
n = (6, 6)T . For simplicity, assume that we attempt to calculate the solution to our
problem on each of the 11 grids shown in Fig. 1a, and that all grids are computed
in parallel on independent nodes. We are interested in finding suitable combination
coefficients when one or more of these grids are no longer available to due processor
failures. This is illustrated in Fig. 1b for grids (2, 4) and (4, 3) (marked with ×).
Our goal is to avoid recomputing these lost solutions (if possible), especially on
the largest grids, which are the most expensive. Additionally, recomputing them
will interfere with the load balancing. A straightforward strategy is to remove all
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Fig. 1 (a) Usual 2D combination; (b) Simple recovery strategy; (c) A better recovery strategy.

subspaces larger than the lost subspaces1 (marked red) and then use the principle
of Inclusion/Exclusion with the remaining grids to obtain a new combination [4,
5]. This approach has two main disadvantages: many grids can be lost (especially
in higher dimensions), thus increasing the error of the combination, and many
grids from lower subspaces are required (in Fig. 1b, we additionally need grids
(1, 3) and (3, 2)). The solution on these extra grids should thus be available in
advance. Alternatively, note from Fig. 1c that not all subspaces have to be removed
in order to obtain a consistent CT. Here, grid (2, 5) can still be used and the
resulting scheme is consistent, since it excludes the faulty grids and satisfies the
Inclusion/Exclusion principle. However, checking which subspaces can be removed
until a consistent CT is obtained is not a trivial task. Nevertheless, our initial
implementations already show promising results.

3 Numerical Experiments

We carried out two sets of simulations of GENE (standard test case 1: ITG insta-
bility) to test the fault tolerance ideas described in Sec. 2: a small combination ran
on a desktop, and a larger solution ran on 16 nodes of the supercomputer Hermit.
In both cases, we performed linear, time-evolution runs of GENE. In the following,
the coordinates of the 5D grid follow the ordering (µ,v‖,z,y,x), and the faults were

simulated “offline”, i.e., after having successfully carried out the simulations2.
For the smaller run, a combination solution with lmin = (2, 3, 2, 1, 1)T and

n = (6, 7, 6, 1, 1)T was performed, with a total of 31 independent combination
grids. Note that fixing the values of lmin and n to 1 in the y and x directions
reduces the combination space to only three effective dimensions, which is reflected
in the speed of the fault tolerance algorithms. Fig. 2a shows the error of the
combination solution with respect to our reference full grid Ωn. We simulated
1 to 5 faults chosen randomly, and for each number of faults, ten simulations
were carried out. The error shown is thus the mean value of the ten simulations.
The norm used is the L1 error divided by the number of unknowns. In all of the
simulations, only the available (successfully calculated) solutions were used. This
means that no recalculation was performed, and no additional (coarser) grids were
calculated. However, the probability of finding a consistent combination scheme
through this approach decreases dramatically as the number of faults increases.

1 Two subspaces α,β satisfy α ≥ β if αi ≥ βi, ∀i ∈ {1, . . . , d}
2 For real-time, parallel simulation of faults, see [3,6].
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Fig. 2 (a) Error of the combination grid without faults (dashed), with faults (circles), and
after recovery (squares); (b) Percentage of fault simulations whose recovery scheme required
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This is illustrated in Fig. 2b, where we once again simulated faults randomly and
counted in how many occasions recalculation of failed grids or calculation of new
grids was required. We see that, as the number of faults increases, it becomes very
unlikely that a consistent combination scheme is obtained only with the available
grids. It is thus preferable to combine often in order to reduce the number of faults
that can occur between each combination [6].

A second simulation was carried out with lmin = (2, 3, 2, 1, 2)T and n =
(6, 7, 6, 1, 6)T . In this (effective) 4D space, the problems described for the smaller
become worse: either too many grids are lost (using the näıve strategy, Fig. 1b), or
the recombination algorithms take prohibitively long times (larger than recalculat-
ing the solutions). The latest results on the FTCT specify under which conditions
the recomputation of lost solutions or the computation of additional coarser solu-
tions comes into question [6]. We could, for example, choose to recompute faulty
solutions of level l ∈ In with q ∈ {1, . . . , d−1}, and allow the set In to additionally
include grids with level l s.t. |l|1 = |lmin|1 − 1, in which case the recomputation
of the coefficients cl is trivial [6]. The extra effort involved in calculating these
additional grids is at most 1

2(2d−1)
(1.6% in 5D).
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Fig. 3 For q = {0, 1, 2, 3}, the CT generates {35, 20, 10, 4} grids, resp. (a) Mean and STD,
and (b) total accumulated computation times required by the CT grids.

The GENE solution on the smallest grids (q = 3) requires roughly half of the
time needed by the largest grids (q = 0), Fig. 3a, and all solutions on grids for
which q = 3 require 5.7% of the resources needed by all grids with q = 0, Fig. 3b.
This will be reflected in the probability of failure of the corresponding computing
nodes.

For our future steps, we will choose to recompute faulty solutions for which
q ∈ {2, . . . , d− 1}, allowing the set In to include grids with |l|1 = |lmin|1− 2. This
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choice seems to offer the best compromise in terms of complexity [6], and we plan
to incorporate the load balancing schemes described in [7].
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Abstract The numerical solution of nonlinear partial differential equations on
modern supercomputers requires fast and highly scalable parallel solvers. Do-
main Decomposition methods as FETI-DP (Finite Element Tearing and Inter-
connecting - Dual Primal) are well known and efficient parallel methods for this
kind of problems, discretized by finite elements. In this paper, we describe the
inexact reduced Nonlinear FETI-DP (irNonlinear FETI-DP) method. In this
recently introduced nonlinear Domain Decomposition approach, the decompo-
sition is done before linearizing the problem with a Newton type method. This
strategy can localize the computational work and can reduce communication.
Additionally, the FETI-DP coarse problem is solved inexactly and is precon-
ditioned by an AMG (Algebraic Multigrid) method. Finally, weak scalability
results for the p-Laplace equation up to 262K cores on Mira BlueGene/Q will
be presented.

Keywords Nonlinear FETI-DP · FETI-DP · inexact FETI-DP · Nonlinear
Domain Decomposition

1 Introduction

In contrast to classical Newton-Krylov methods, nonlinear domain decompo-
sition methods are based on decomposing the computational domain before
linearization of the nonlinear equation. These approaches are strategies to lo-
calize computational work in order to improve scalability for future supercom-
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puter architectures. Different nonlinear domain decomposition methods have
been developed in recent years, as, e.g., ASPIN (Additive Schwarz Precondi-
tioned Inexact Newton) by Cai and Keyes [9], Nonlinear FETI-1 by Pebrel at
al. [10] and nonlinear Neumann-Neumann methods by Bordeu et al. [11]. Lin-
ear FETI-DP domain decomposition, first introduced by Farhat et al. in [12],
belong to a family of nonoverlapping domain decomposition methods. The
adsence of an overlap reduces communication in comparison to overlapping
methods as, e.g., overlapping Schwarz. In this paper, we describe a nonlin-
ear FETI-DP method (inexact reduced nonlinear FETI-DP), which can fur-
ther reduce communication. Additionally, the global coupled FETI-DP coarse
problem is solved inexactly and we use an AMG method as a preconditioner.

2 Nonlinear FETI-DP

Let Ω ⊂ Rd, d = 2,3 be a computational domain, discretized by finite
elements and let V h be the corresponding finite element space. We consider
a nonlinear problem on Ω. In nonlinear as in linear FETI-DP methods we
decomposeΩ intoN nonoverlapping subdomainsΩi, i = 1, . . . , N . We consider
the minimization of a nonlinear energy, J : V h → R, minu∈V h J(u). For
standard problems, such as hyperelasticity, discretized by finite elements, this

global energy can be represented by a sum J(u) =
N∑
i=1

Ji(ui) of local energies on

the nonoverlapping subdomains; for details, see [1]. So, in contrast to standard
Newton-Krylov approaches, the decomposition into subdomains is done before
linearizing the problem. Using the decomposition of energy, the linear jump
constraint Bũ = 0 and the standard FETI-DP partial assembly operator RTΠ
(see, e.g., [2,3] for the notation), we can derive and introduce the nonlinear
FETI-DP master system

K̃(ũ) +BTλ− f̃ = 0
Bũ = 0.

(1)

For more details how to obtain system (1) see, e.g., [4,1]. We assume that the

operator K̃ is continuously differentiable and locally invertible.

2.1 Inexact Nonlinear FETI-DP - Solution Phase

Partition of ũ into primal variables ũΠ and dual variables uB in (1), subsequent
Newton linearization of the resulting system with respect to (uB , ũΠ , λ), and
finally one step of block Gauss elimination of δuB leads to the reduced linear
system

[
S̃ΠΠ –(DK̃(ũ))ΠB(DK̃(ũ))−1BBB

T
B

(sym.) –BB(DK̃(ũ))−1BBB
T
B

] [
δũΠ
δλ

]
=

[
FΠ
Fλ

]
, (2)
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with the Schur complement

S̃ΠΠ = (DK̃(ũ))ΠΠ − (DK̃(ũ))ΠB(DK̃(ũ))−1BB(DK̃(ũ))TΠB . (3)

In the inexact reduced nonlinear FETI-DP method, we solve the block
system (2) iteratively using a block-triangular preconditioner. We use cycles

of BoomerAMG [8] to precondition S̃ΠΠ and also include one of the stan-
dard FETI-DP preconditioners operating on the Lagrange multipliers δλ. This
new approach, along with some preliminary results, was first presented in [6].
It combines the inexact approach from [5,7] with the Nonlinear-FETP-DP
method [4,1].

2.2 Inexact Nonlinear FETI-DP - Computation of an Initial Value

A good initial value can be essential for a fast convergence of Newton-type
methods. A suitable initial value ũ(0) for the Nonlinear FETI-DP method
has to be continuous in all primal variables ũ

(0)
Π and should provide a good

local approximation of the given problem. A possible initial value ũ(0) can be
obtained from solving the nonlinear problem K̃(ũ(0)) = f̃ −BTλ(0).

Newton linearization, partitioning of δũ in (δuTB , δũTΠ)T , and elimination

of δuB leads again to a Schur complement system S̃ΠΠ δũΠ = d̃Π which is
solved iteratively, again using BoomerAMG as a preconditioner.

3 Numerical Results

In Fig. 1 one can find a graph of scalability results onthe MIRA BlueGene/Q
supercomputer. Here, we solve a nonlinear differential equation including the
p-Laplace operator. See also the caption of Fig. 1 for more details. Let us
mention that inexact reduced nonlinear FETI-DP needs four or five Newton
iterations in the first phase, where the initial value is calculated (depending on
the problem size) and one iteration in the final solution phase. The runtimes
presented in Fig. 1 are average values over the iterations. All in all we see good
scalability results up to 262K cores, a reduction of Krylov iterations, and an
increase of local work in the first phase where the iniial value is computed.
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Abstract In this work, we present first scaling results for a partitioned Euler-
acoustics coupling, an important milestone towards fluid-structure-acoustic
interaction.
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1 Introduction

Simulation of fluid-structure-acoustics interaction will bring new insight into
different applications, as, for example, the sound design of aircrafts or wind
energy plants. The immense computational costs of a fully 3D simulation de-
mand to make efficient use of today’s massively parallel supercomputers. To
achieve this, different challenges have to be tackled, including a scalable com-
munication scheme, and the treatment of a huge amount of data.

We aim to develop a partitioned simulation, reusing existing software for
each individual discipline. This allows to benefit from prior experience on how
to scale up each single simulation. Furthermore, we avoid the rising complexity
of a monolithic simulation if more and more physical fields should be captured.
On the other hand, the coupling between each pair of physical solvers needs
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Fig. 1 Simulation of a density pulse –
Simulation setup
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Fig. 2 Simulation of a density pulse –
Communication Bottleneck

to be carried out carefully, to get a stable overall simulation, while not de-
grading the scalability. For this purpose, we developed the coupling library
preCICE ([1]). The library approach allows for a very flexible coupling of dif-
ferent solvers, taking full advantage of the partitioned approach. preCICE offers
a high-level application interface, making the incorporation into a solver code
minimally invasive. Different mapping techniques, including such based on ra-
dial basis functions, as well as sophisticated coupling algorithms ranging from
simple explicit to quasi-Newton-based implicit schemes, are implemented.

In [1], each parallel solver uses a single server process to gather coupling
data. This approach limits the scalability as the gathering represents a serial
step in the overall algorithm. We are working on a point-to-point communi-
cation scheme that should overcome this bottleneck. In this paper, we study
first, in Section 2, the aforementioned bottleneck on a simple test case. After-
wards, in Section 3, we describe an application that shows the necessity of a
better scalability of the overall simulation. At the CE 2014, we plan to present
first results for this application with an improved communication scheme of
preCICE.

2 A Scalability Test Case

To test the scalability of the server-based communication scheme in preCICE,
we set up a simple test case. We simulate a travelling density pulse in the non-
linear Euler equations with the discontinuous Galerkin solver Ateles ([2]).
The shape of the pulse does not vary over time, validating our coupling ap-
proach. Ateles uses an 8th order scheme, leading to a relatively small amount
of data that needs to be communicated per element. We compare a single
Ateles simulation on the whole domain, with one where we used preCICE to
couple between two Ateles instances over an artificial coupling interface (cf.
Figure 1).

Figure 2 shows strong scaling results (already shown in [3]) for a total
of 512 mesh elements, corresponding to 1310720 degrees of freedom. We run
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the simulation on the MAC Cluster1 in Munich. Full nodes, comprised of 16
physical processors, are reserved also for smaller runs. Runs with more than
16 processors use multiple nodes. The preCICE server processes always run on
different full nodes and are not taken into account for Figure 2. The single
Ateles run shows a nearly perfect scaling while the bottleneck, steeming from
preCICE, in the coupled simulation can be observed clearly. Changing the
current communication scheme of preCICE, based on a single server process
per solver that gathers the coupling data, to a point-to-point scheme, should
overcome this bottleneck.

3 Euler-Acoustics Coupling

An important component in the fluid-structure-acoustics interaction is the
coupling of fluid and acoustic domains. This coupling builds the outermost
interface and needs to properly capture flow perturbations to ensure accurate
propagation of acoustic waves. To show the principal setup as targeted by the
project, we use a flow around an obstacle to generate sound in a fluid domain
and append a far field domain, which is modelled by the isothermal acoustic
wave equations. For the domain of the flow around the obstacle we use inviscid
compressible Euler equations, which matches with the targeted simulation
scenario, where an inviscid domain should interface with the acoustic domain.
However, in the final setup a further inner level with viscid flow phenomena
will be considered, which we neglect for now. The flow domain requires a
high resolution to properly capture all important phenomena. In the acoustic
domain, on the other hand, the usage of simplified equations as well as a coarser
resolution drastically reduces the computational costs. Figure 3 depicts this
scenario setup, note that we make use of local refinement towards the obstacles.
The obstacle is impinged by a circular subsonic jet that is prescribed with a
inlet velocity of Mach 0.3. Both domains are computed with Ateles and the
coupling is realized via preCICE.

As shown in Section 2, the amount of data exchanged at the preCICE

interface is important for the performance with the current server-based com-
munication procedure. This argument, however, still holds true for an efficient
point to point communication procedure. Higher order discretization schemes
reduce the amount of data that needs to be exchanged at the interfaces in
relation to the computational effort spent in the volume. Yet, due to geomet-
rical requirements and to allow for parallel processing in general, there needs
to be a certain amount of elements present in the flow domain. Thus, a com-
promise between higher order and the number of elements needs to be found.
Therefore, we use more elements in the flow domain, but increase the order in
the acoustic domain to allow similar resolution in both domains. Furthermore,
for the required resolution of the fluid phenomena, multiple refinement levels
are placed in the flow domain (cf. Figure 3). This allows us to achieve a high

1 http://www.mac.tum.de/wiki/index.php/MAC Cluster
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Fig. 3 Simulation of a subsonic jet im-
pinging an obstacle – Cut through the
scenario setup. The Euler domain is
marked in blue, the acoustic domain in
ocher yellow.

Fig. 4 Subsonic jet in the Euler domain.

resolution in the vicinity of jet and obstacle, while reducing the resolution at
the outside, therefor reducing the amount of data, that needs to be exchanged
at the preCICE interface.

The question remains, if the server-based communication scheme still ham-
pers the simulation of such applications despite the reduced amount of commu-
nication data. To obtain some estimate, we compare the setup of the subsonic
jet with the test case of Section 2. For the subsonic jet, we use 1068 elements to
discretize the fluid domain, while, due the spatial adaptivity only 64 elements
are located at the coupling interface. In contrast, both domains of the test case
in Section 2, use 512 elements in total, 64 of them adjacent to the coupling
interface on either side. For a proper resolution of the flow, we need to use
at least an 16th order scheme for our chosen mesh. For the setup in section
2 we need to communicate roughly 160 MB of data in each time step, while
in the setup for the subsonic jet we will need around 525 MB per time step.
For a theoretical throughput of 14 Gbit/s2 this would result in a theoretical
minimal time for data transfer of 0.093 s in the scaling analysis or 0.3 s in
the subsonic jet. Thus, roughly a factor of 3 increased data transfer time is
expected. However, the computational effort is increased by a factor around
16 and we therefore do not expect the server based preCICE coupling to be a
worse bottleneck than in the previous scaling analysis.

We conclude that a coupled scenario with the realistic testcase should be
feasible with the server-based communication of perCICE. However, since we

2 LRZ, SuperMUC, thin nodes, with an individual island FRD10 Infiniband network
http://www.lrz.de/services/compute/supermuc/systemdescription/
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are aiming for more complex testcases and larger problemsizes, we need to
speed up the overall runtime. Therefore, we would like to speed up the com-
munication time and the server-based communication is definitely not feasible.
As already stated in the introduction, at the CE 2014, we plan to show coupled
simulations for both, the server-based and a point-to-point communication
scheme.
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1 Introduction

Classical simulations in the field of molecular dynamics or astrophysics [1] are
mostly limited by the number of long-range particle interactions. A straight-
forward computation is limited to small particle numbers due to the O(N2)
scaling. Fast summation methods like [2–4] are capable of reducing the com-
plexity to O(N logN) or even O(N). The development of parallel comput-
ers in the last decades accelerated this development further. Now simulation
codes can handle multi-billion particle simulations [5] easily. However, every
fast summation method has auxiliary parameters, data structures and mem-
ory requirements which need to be supplied. The overall performance of such

GROMEX is funded by the German Research Foundation (DFG) under the priority pro-
gramme 1648 “Software for Exascale Computing – SPPEXA”.

A. Beckmann
Jülich Supercomputing Centre
Tel.: +49 2461/61-8713
Fax: +49 2461/61-6656
E-mail: a.beckmann@fz-juelich.de

I. Kabadshow
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algorithms on the node-level strongly depends on the provided features of the
underlying hardware architecture.

2 The Fast Multipole Method in a Nutshell

The Fast Multipole Methods allows to compute the pairwise interactions of N
particles with charge or mass qi with O(N) complexity. The Coulomb energy
for such a system with open boundary conditions can be written as

EC =
1

2

N∑

i=1

N∑

j=1

qiqj
rij

(i 6= j) . (1)

The inverse distance can be factorized by a bipoloar expansion [6] into three
individual parts. A multipole expansion ωlm(a) around a first coordinate sys-
tem’s center O1, a multipole expansion ωjk(b) around a second coordinate
system’s center O2 and an operator M2Lj+l,m+k(R) to translate the mul-
tipole expansions into Taylor coefficients µlm. The energy of the expanded
coordinates reads

EFF =

p∑

l=0

p∑

j=0

l∑

m=−l

j∑

k=−j

(−1)jωlm(a)M2L(R)ωjk(b) . (2)

However, convergence conditions of equation 2 demand |a|+ |b| < |R|. To
avoid convergence issues, the FMM tree can be subdivided until the condition
is met, or interactions violating the convergence condition can be performed
directly in the so called near field. Thus, in general the computation is split up
into a far field (FF) part where the interactions take place via the expansion
and a near field (NF) part, where the interaction is computed classically

EC = ENF + EFF . (3)

3 Hardware Features and Node-Level Performance

Current processors (and accelerators) come with a variety of features that
can and should be exploited to maximize performance in time-critical parts
of applications: multi-core (and many-core) CPUs, SMT (simultaneous multi-
threading), SIMD-operations, ILP (instruction level parallelism), out-of-order
execution (or lack thereof), large register sets, cache hierarchies, NUMA (non-
uniform memory access), etc. To ease application development and adaptation
to new platforms these features need to be accessed through some abstraction
layer. To identify the time critical computational kernels profiling tools may be
used. Evaluating a kernel to find its current limiting factor as well as unused
resources requires much manual work, in-depth knowledge of the architecture
and the algorithm. Performance counters that are provided by the hardware
can be utilized by e.g. PAPI[7]. An inspection at assembly level is required (the
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two kernels presented here need less than 40 instructions for their innermost
loops). Once a kernel fully uses some resource in an optimal way it may be
considered as fully optimized.

4 Optimizing kernels from the Fast Multipole Method

4.1 The Near Field kernel on Blue Gene/Q

The SIMD capabilities can be exploited easily by processing several particles
concurrently, ideally using a Struct-of-Arrays (SoA) format for the particle
information.

Part of this is the computation of the inverse distance between two par-
ticles which require SQRT (square root) and DIV (divide) instructions which
either have a long latency and are not pipelined or are not even available (as
SIMD instructions). Instead a platform may provide an estimate for reciprocal
square root (RSQRTE) which has to be followed by one (or more) Newton-
Raphson (NR) iteration(s) to increase the accuracy as needed. That results
in 4 additional multiplications and 1 subtraction (with some data dependen-
cies) per iteration. The quality of these estimates varies significantly between
platforms, but using such an estimate also adds the flexibility to do less (or
even no) NR-iterations in case the requested accuracy is less than machine
precision.

The time for computing force and potential contribution for a pair of par-
ticles is largely dominated by the dependencies in the critical instruction path.
To increase the number of available instructions and fill unused slots an out-
of-order (ooo) architecture will issue instructions from the next iteration(s)
while waiting for the dependencies that block progress in the current itera-
tion. Since the data dependencies between loop iterations are minimal (only
the accumulator at the end is shared) this is easily handled by e.g. Intel CPUs.

For in-order platforms like Blue Gene/Q this has to be realized by the
compiler (ideally) or the software engineer. Loop unrolling can be applied to
interweave two (or more) subsequent iterations. Scheduling the registers and
instructions for the interleaved iterations may be a nontrivial task.

Threads are used to load the individual cores with work. The execution
model on the Blue Gene/Q cores requires use of SMT to leverage ILP which
can easily be achieved using thread oversubscription.

Due to compilers insufficiencies we implemented a manually interleaved and
scheduled SIMD-inline-assembly kernel. Running this kernel in 4-way SMT on
one core issues 4 × 21 = 84 floating point instructions over 86.8 cycles which
is near the limit of issuing 1 FP op per cycle.

4.2 The Far Field kernels

We focus on a slightly simplified version of the most frequent (and time con-
suming) computational kernel executed during the far field computation:
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Table 1 Tradeoff for value reuse in subsequent iterations for read/write operations (higher
is better) and minimal cache requirement (lower is better). There are O(p4) iterations.

loop order input B result cache requirement
(read) (read) (write)

l-m-j-k 1 1 O(p2) O(p2)
j-k-l-m O(p2) 1 1 O(p2)
l-j-m-k 1 1 O(p) O(p)

for (l = 0; l <= p; ++l)

for (m = -l; m <= l; ++m)

for (j = 0; j <= p; ++j)

for (k = -j; k <= j; ++k)

result[l, m] += B[j + l, k + m] * input[j, k]

This example is also representative for several other similarily structured
kernels with the same complexity of O(p4). Variables input and result are
triangular arrays containing complex numbers at elements (l,m) : 0 ≤ l ≤
p, |m| ≤ l. The input B has the same structure, but extends up to 2p.

The access pattern suggests to use a column-major memory layout for the
data structures. The summation order is not important for numeric stability,
therefore the loops can be interchanged arbitrarily and partial results can be
temporarily accumulated in registers. Exchanging loops trades cache locality
between the three data structures, see Table 1.

– The l-m-j-k-order (as shown above) can perform O(p2) subsequent ac-
cumulations for the same result element in registers followed by a single
memory update. But reuse of elements from input and B only happens
after O(p2) steps. This is a good choice for small p where O(p2) elements
fit in cache.

– The j-k-l-m-order would gain optimal reuse of the elements from input

at the cost of not caching any memory update for the result in registers.
Turning reads into writes usually results in a performance loss.

– The l-j-m-k-order splits the computation of a result element into O(p)
phases with one memory update per phase, but improves the locality and
reuse in input and B to a set of only O(p) hot elements. This is a better
choice for larger p values.
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Abstract We present a scalable solver for density driven flow in porous media
based on operator splitting and a Discontinuous Galerkin discretization using
the frameworks DUNE and PDELab. In particular, we focus on the efficient
exploitation of current and next generation HPC architectures. For this pur-
pose, we extend the existing parallel computation support in DUNE (based
on classical MPI domain partitioning) to a hybrid model with shared memory
parallelism on multi-threaded CPU nodes and accelerators like GPGPUs or
Intel MIC. Moreover, we investigate the effects of leveraging the SIMD capa-
bilities of current hardware at the different solver stages (assembly / linear
algebra).

1 Introduction

In the EXADUNE project, we pursue a framework approach toward soft-
ware development to facilitate code reuse and thus cut down on development
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Fig. 1 Density driven flow for Ra = 8000. Concentration after the onset of instability and
after the development of persistent fingers.

time, an important metric in the current fast-paced research environment. For
this purpose, we layer our work on top of existing frameworks, in particular
DUNE [2,1], which already provides us with high-performance abstractions for
PDE simulation as well as large-scale MPI parallelism and combine it with the
hardware-specific adaptations developed as part of the FEAST project [14].

A more complete overview of the EXADUNE project, in particular its
higher-level concepts like multi-scale approaches, model order reduction and
Monte-Carlo simulations, can be found in [3].

2 Problem

We will demonstrate the capabilities of our framework approach on a three-
dimensional model problem of density driven flow problem in a porous medium,
which serves as a model for the dissolution of CO2. Due to gravity and the dif-
ferent densities, the model exhibits an unstable flow behaviour with enhanced
mixing.

Our problem is given by an elliptic equation for pressure p(x, y, z, t) coupled
to a parabolic equation for concentration c(x, y, z, t):

−∇ · (∇p− c1z) = 0, (1)

∂tc−∇ ·
(

(∇p− c1z)c+
1

Ra
∇c

)
= 0, (2)

which we regard in a non-dimensional formulation governed exclusively by the
Raleigh number Ra on the unit cube Ω = (0, 1)3. Details can be found in [12].

In order to solve the problem, we perform an operator splitting to decouple
the resulting system. For the pressure equation (1), we employ a cell centered
finite volume discretisation and reconstruct the velocity field with lowest order
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Raviar-Thomas elements. The transport equation (2) is discretised in space
with the symmetric weighted interior penalty DG finite element method [6].
The time domain is discretised using strong stability preserving explicit Runge-
Kutta methods [13], which allows us to solve the transport without matrix
assembly, yielding an increased arithmetic intensity. Figure 1 shows some of
the features we are able to observe, in particular a very pronounced fingering
and the formation of Voronoi-like patterns at the upper (inflow) boundary.

3 Assembly

DG methods have a lot of beneficial properties in the context of porous media
applications. We increase the efficiency of the problem assembly by exploit-
ing the tensor product structure of the polynomial basis functions and the
quadrature rules on cuboid element and are able to reduce the associated
computational by performing sum factorisation ([9,10]).

We present performance numbers for our assembly procedure on CPUs and
Xeon Phi for discretisations up to order 10, which clearly show that high order
methods offer a way to exploit modern multicore architectures and their SIMD
capabilities.

4 Linear Algebra

At the linear algebra level, we present some of the enhancements aimed at
improving node-level performance that we have recently added to the DUNE
framework. In particular, we have added new containers and algorithms that
fully exploit the capabilities of modern CPUs and accelerators like GPGPUs
and Xeon Phi. In order to facilitate simulation in heterogeneous hardware en-
vironments (e.g. assembly on host CPUs / linear algebra on CUDA) and due
to the non-applicability of standard sparse matrix formats like CSR to SIMD-
dependent architectures like Xeon Phi / GPUs, we implemented a uniform
matrix format (introduced in [8]) that provides adequate performance across
our target architectures. As our DG discretisations yield block-structured ma-
trices, we extended that format to support arbitrary block sizes while retaining
the ability to vectorise operations by interleaving data from multiple blocks
[11].

We present those extensions as well as benchmarks that demonstrate the
relative performance of CPUs and accelerators, the advantage of using a blocked
format, which reduces the required memory bandwidth, and the importance
of limiting shared-memory parallelism to hardware partitions with uniform
memory access.

Acknowledgements This research was funded by the DFG SPP 1648 Software for Exas-
cale Computing.
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Abstract We present a reduced-order model based on Proper Orthogonal
Decomposition (POD) which is suitable for active control for fluid dynamical
systems. We propose a special snapshot ensemble which can be generated
beforehand and is applicable to optimal control problems. Additionally, we
obtain a corresponding a-priori error estimate.

We combine the reduced order model with a Model Predictive Control
(MPC) approach for the cancellation of Tollmien-Schlichting waves in the
boundary layer of a flat plate with a body force induced by a plasma actuator.

Keywords Navier-Stokes equations · flow control · model reduction · Proper
Orthogonal Decomposition · Model Predictive Control · error estimates

1 Optimal Control Problem

With increasing Reynolds number, laminar flows become unstable and tran-
sition to turbulence occurs. Turbulent flow leads to an increased drag at the
flow boundaries. Thus, a natural engineering problem is to develop methods
of flow control which can delay or eliminate transition to turbulence.

The onset of transition is characterized by the formation of growing dis-
turbances inside the boundary layer, which form two-dimensional waves, the
Tollmien-Schlichting waves. Successful damping of the amplitude of these waves
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can delay transition for a significant distance downstream, lowering the skin
friction drag of the body.

We consider plasma actuators for flow control. These actuators induce a
body force which leads to a fluid acceleration, such that the velocity profile
changes next to the surface. Experiments and simulations have indicated that
plasma actuators can dampen Tollmien-Schlichting waves and are able to move
their occurrence downstream [5].

The optimal control problem is given by

min J(y, u)

subject to yt − ν∆y + (y · ∇)y +∇p = fa + fc(u) in Ω × (0, T ]

∇ · y = 0 in Ω × (0, T ]

y(0) = y0 in Ω

y = yb on Γ × (0, T ].

(1)

with velocity field y : [0, T ] × Ω → R2 and pressure p : [0, T ] × Ω → R. The
viscosity of the fluid is given by a parameter ν > 0, the kinematic viscosity.

A time-dependent body force fa(x, t) generates the desired disturbances
which develop to mono-frequency Tollmien-Schlichting waves after a short
transient oscillation length.

The body force induced by the plasma actuator is given by fc(u) = u(t)g(x),
whereas g(x) is an experimentally based body force field and u : [0, T ]→ [0, 1]
is the time-dependent control amplitude.

The cost functional J assesses the cancellation of the Tollmien-Schlichting
waves by

J(y, u) =

∫ T

0

(
d

dt

∫

Ωo

y1(x, t) dx

)2

dt+
α

2

∫ T

0

|u(t)|2 dt. (2)

with regularization parameter α > 0.

2 Model Reduction

Proper Orthogonal Decomposition (POD) serves in many cases as promising
model reduction tool for simulation purposes, see e.g. [1], [3], [7], [8]. However,
the POD approach highly depends on the snapshot set used to generate it, such
that the POD may suffer when the system is under the action of control. There
have been techniques introduced to enlarge the computational database in
order to accurately capture the system behavior for various control trajectories
during optimization, see [1], [2], [3], [12], [11]. In most of these techniques an
adaptive procedure is used to generate new snapshots which is costly since
these snapshots are determined using expensive codes like finite-element codes,
which can have many thousands of degrees of freedom.

We propose a special snapshot ensemble that can be generated beforehand
and is applicable to optimal control problems. The snapshots can be generated
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off-line, so that their costs can be neglected during the optimization. Even the
POD basis can be generated off-line which after all requires the solution of
an eigenvalue problem which is of the size of the cardinality of the snapshot
set. The optimization uses the corresponding reduced order model based on
the POD basis to determine the state and the adjoint solutions needed by the
optimizer.

In the proposed method the POD basis is built based on finite-element
snapshots yhk , k = 1, ..., n of the uncontrolled state and impulse response snap-
shots. The impulse response snapshots give a characterization of the input-
output behavior for the actuation. Therefore, the resulting ROM can predict
how the system will behave for varying control inputs.

Based on POD approximations in space with this special snapshot ensemble
and a semi-implicit Euler discretization in time, we extend the techniques
used in [9] and [10] to obtain an error estimate, see [4]. Due to the choice of
the snapshot ensemble we can quantify the approximation properties of POD
based schemes under control.

The error
∑n
k=1 δt‖ylk−y(tk)‖2

H1
0

between the reduced order model state ylk
and the solution of the PDE y(tk) can be estimated by a constant depending
on ‖u‖L2 , ‖(yhk )‖L∞(I;H1) and ‖yh‖L∞(I;H1) multiplied by the projection error

in the initial data, the distance to the steady state yhs by ‖(yhk − yhs )‖4
L4(I;H1

0 )

and the projection error in the snapshots.

3 Optimization and Numerical Results

For the optimization, the reduced order model based on POD is coupled with
a Model Predictive Control scheme, see e.g. [6]. In MPC, the control actions
are obtained by solving the optimal control problem over finite time intervals.
Since only a first part of the resulting optimal control sequence is applied
and the whole procedure is repeated, this gives a feedback control. The opti-
mization of the finite time optimal control problem is finally carried out by a
limited memory BFGS algorithm adapted to large problem sizes and bound
constraints.

The effectiveness of our proposed POD-based MPC algorithm is shown in
numerical experiments for the cancellation of Tollmien-Schlichting waves by
plasma actuators. The optimized finite-element velocity values in the middle
of the sensor area Ωo can be found in Figure 1. As comparison the values for
the uncontrolled finite-element simulation are plotted.

Acknowledgements The work of Jane Ghiglieri and Stefan Ulbrich is supported by the
’Excellence Initiative’ of the German Federal and State Governments and the Graduate
School of Computational Engineering at Technische Universität Darmstadt.
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Fig. 1 Cancellation result - uncontrolled velocity (dashed), optimized velocity (continuous).
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Abstract In this work a parameter estimation problem for nonlinear systems
is considered. For the numerical realization of the optimization a combination
of the finite element method and a reduced order model based on proper
orthogonal decomposition (POD) is utilized in an adaptive manner. Numerical
examples show the efficiency of the proposed approach.

1 Introduction

In this work we consider a parameter estimation problem governed by a system
of nonlinear coupled elliptic-parabolic partial differential equations (PDE).
Systems of this type can be viewed as generalizations of mathematical mod-
els for lithium-ion batteries; see, e.g., [3,12]. The investigated nonlinear sys-
tem is motivated by the modeling of lithium-ion batteries and consists of one
parabolic equation for the concentration and two elliptic equations for the
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potentials. The measurements are given as boundary values for one of the po-
tentials. The nonlinear systems arising from these models contain a variety of
parameters. To identify those parameters and calibrate the model we formu-
late the following nonlinear least squares problem for the observation function
η(t, µ) = q(t, b) and admissible set Mad as

min
µ∈Mad

J(µ) =
1

2

∫ T

0

∣∣η(t, µ)− qd(t)
∣∣2 dt, (1a)

subject to the nonlinear PDE system

yt(t,x)−
(
c1(x)yx(t,x)

)
x

+N (x, y(t,x), p(t,x), q(t,x);µ) = 0, (1b)

−
(
c2(y(t,x);µ)px(t,x)

)
x

+N (x, y(t,x), p(t,x), q(t,x);µ) = 0, (1c)

−
(
c3(x)qx(t,x)

)
x
−N (x, y(t,x), p(t,x), q(t,x);µ) = 0 (1d)

for almost all (f.a.a.) (t,x) ∈ (0, T ) × (a, b) together with homogeneous Neu-
mann boundary conditions for y and p, Dirichlet-Neumann conditions for q,
q(t, a) = 0 and qx(t, b) = I(t) f.a.a. t ∈ (0, T ), the initial condition y(0,x) =
y◦(x) f.a.a. x ∈ (a, b) and the target qd. The nonlinearity under investigation
is given by

N (x, z, p, q;µ) =




µ2
√
y sinh(µ1(q − p)− ln y) for x ∈ [a, s1),

0 for x ∈ [s1, s2],
µ3
√
y sinh(µ1(q − p)− ln y) for x ∈ (s2, b].

Note that for this particular nonlinearity N the system (1b) - (1d) possesses
a unique weak solution for piecewise constant positive diffusion coefficients c1
and c3 and some assumptions on the admissible set Mad and the nonlinear
diffusion coefficient c2(y;µ) [8,11,12].

2 Methodology

To solve the nonlinear optimization problem (1) we discretize the PDE using
the finite element (FE) method. This leads to a discrete system of large dimen-
sion that is expensive to solve. In the multi-query context of an optimization
strategy this will result in long runtimes. Therefore, the spatial approxima-
tion is replaced by a Galerkin scheme using proper orthogonal decomposition
(POD) [7]. The basis obtained by the POD method is specifically tailored to
the problem under investigation. This leads to much smaller problems. The
POD basis is computed by a singular value decomposition from the solution
of the nonlinear system by the method of snapshots. The reduced order model
(ROM) is then obtained by projecting the FE model in the obtained subspace.
Since the basis is computed with respect to one specific parameter µ during
the optimization it might be required to update the basis in order to capture
the dynamics of the nonlinear system. For this an adaptive strategy is applied.
This strategy uses the residual as an error indicator, i.e., the residual of the FE
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model upon inserting the ROM solution. This error indicator is motivated by
error estimator developed for the reduced basis method [4]. The POD basis is
changed whenever the dual norm of the residual exceeds a given tolerance. In
the case that the ROM is of poor quality in every iteration of the optimization
process we end up using only the FE model. To obtain an efficient ROM for
the nonlinear system the nonlinear term N and c2 have to be affinely decom-
posed. Therefore, in this work the empirical interpolation method (EIM) is
applied [4,9]. The presented approach combines the FE method with a ROM.
This strategy is used to speed up the computation in an optimization strategy.

To compute the necessary derivatives in optimization process we utilize the
sensitivity analysis. Compared to the approach using the adjoint equation this
strategy is computationally more expensive since for each parameter a linear
sensitivity equation has to be solved [5]. In parametrized dynamical systems
not all parameters are equally sensitive. To eliminate non identifiable param-
eters from problem (1) we utilize a subset selection method [1]. This method
uses the obtained information from the sensitivities and the QR factorization
with pivoting to extract suited parameters for the optimization. For the opti-
mization we use a Gauss-Newton method. Note that also here the computed
sensitivities are utilized.

Finally, after the optimization method terminates successfully an a poste-
riori error is computed to verify the solution [2,6,10]. This estimator only has
to be evaluated if the last optimization step is performed by the ROM. In the
case of a FE step this can be omitted.

3 Numerical results

To demonstrate the efficiency of the proposed strategy we present some nu-
merical results. For this we briefly introduce the problem under consideration.
The spatial domain is set to [0, 5] and the end time T = 1. By discretizing
using the FE method we end up with a system of 6997 unknowns in space, a
ROM of dimension 48 and 100 points in time. The nonlinear diffusion coeffi-
cient is set to c2(y;µ) = (1 + µ4y)3 + 1 and the initial guess is set to y◦ = 1.
Additionally the excitation term is set to I(t) = t

2 sin(2πt). For more details on
the settings we refer the reader to [8,10]. As an initial guess for the parameter
estimation we choose µ̄k = [1.87,−0.7k,−0.1k, 0.4k], k ∈ {1.5, 2}. The target
qd is generated numerically with µ? = [1.1,−0.7,−0.1, 0.4]. For the adaptive
strategy we choose 10−4 as the tolerance for the dual norm of the residuals.
The optimal solution obtained by the FE and ROM are denoted by µN,? and
µ`,?, respectively.

In Table 1 the efficiency of the proposed strategy can be seen. For the initial
guess µ̄2 the basis has to be recomputed one time, hence we end up with 2
finite element solves of the nonlinear system. Note that the optimization using
the ROM, excluding the required FE solve for the basis generation, requires
approximately 9 seconds. In both cases a good reduction in the computational
time can be achieved. Comparing the solution obtained by the two methods
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Table 1 Optimal solution obtained by the FE approach and the adaptive algorithm using
ROM. The † indicates the parameter fixed by the subset selection. In the last two columns
the total expenses of the two approaches is compared by the number of nonlinear FE model
solves and computation time in seconds. In parenthesis the number of linear sensitivity
equation solves is indicated.

Initial Method µN,? and µ`,? FE solves CPU time

µ̄1.5 FE (1.100000,−0.7†,−0.100000, 0.400000) 8(21) 260
µ̄1.5 ROM (1.100003,−0.7†,−0.100000, 0.399995) 1( 0) 36
µ̄2 FE (1.100000,−0.7†,−0.100000, 0.400000) 10(21) 315
µ̄2 ROM (1.099997,−0.7†,−0.100001, 0.399998) 2( 0) 64

Table 2 A posteriori error estimator for the ROM solutions obtained by the adaptive
optimization strategy.

Initial ‖µN,? − µ`,?‖2 [6] [2]

µ̄1.5 0.000005 0.005945 0.008495
µ̄2 0.000004 0.006375 0.002471

we can see that they perform equally well. The error estimators in Table 2,
verify these results.
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1. M. Burth, G.C. Verghese and M. Vélez-Reyes, Subset selection for improved parameter
estimation in on-line identification of a synchronous generators, IEEE Transactions on
Power Systems, 14(1), 218–225 (1999)

2. M. Dihlmann and B. Haasdonk, Certified PDE-constrained parameter optimization
using reduced basis surrogate models for evolution problems, Submitted, (2013)

3. T. Fuller, M. Doyle and J. Newman, Modeling of galvanostatic charge and discharge of
the lithium ion battery/polymer/insertion cell, Journal of the Chemical Society, 140(6),
1526–1533 (1993)

4. M. Grepl, Certified reduced basis method for nonaffine linear time-varying and nonlinear
parabolic partial differential equations, WSPC: Mathematical Models and Methods in
Applied Sciences, 22(3), 40 (2012)

5. M. Hinze, R. Pinnau, M. Ulbrich, and S. Ulbrich, Optimization with PDE Constraints,
Springer, Netherlands (2009)
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The state constrained optimal control problem. Let V and H be real,
separable Hilbert spaces and suppose that V is dense in H with compact
embedding. By 〈· , ·〉H we denote the inner products in H. Let tf > t◦ ≥
0 be the fixed end and initial times. For t ∈ [t◦, tf ] we introduce a time-
dependent symmetric bilinear form a(t; · , ·) : V × V → R which is assumed
to be continuous and coercive. Recall the Hilbert space W (t◦, tf) =

{
ϕ ∈

L2(t◦, tf ;V )
∣∣ϕt ∈ L2(t◦, tf ;V ′)

}
. Let D be an open and bounded subset of Rd

with d ∈ N. Then the control space is given by U = L2(D;Rm) for m ∈ N. By
Uad ⊂ U we define the closed, convex and bounded subset

Uad =
{
u ∈ U

∣∣ua ≤ u ≤ ub in Rm almost everywhere (a.e.)
}
,

where “≤” is understood componentwise in Rm and ua, ub ∈ U holds with
ua ≤ ub in Rm a.e. In particular, we identify U with its dual space U ′. For
u ∈ Uad, y◦ ∈ H and f ∈ L2(t◦, tf ;V ′) we consider the linear evolution problem

d

dt
〈y(t), ϕ〉H + a(t; y(t), ϕ) = 〈(f + Bu)(t), ϕ〉V ′,V ∀ϕ ∈ V a.e. in (t◦, tf ],

y(t◦) = y◦ in H,
(1)

where 〈· , ·〉V ′,V stands for the dual pairing between V and its dual space V ′

and B : U → L2(t◦, tf ;V ′) is a continuous, linear operator. Let us define the
set of admissible states

Ỹad =
{
y ∈W (t◦, tf)

∣∣ ya ≤ Iy ≤ yb in Rn a.e.
}
,
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where I : L2(t◦, tf ;V ) → L2(t◦, tf ;Rn) is a bounded, linear operator with
n ∈ N, ya, yb ∈ L2(t◦, tf ;Rn) with ya ≤ yb in Rn a.e. We introduce the Hilbert
space X̃ = W (t◦, tf)×U endowed with the natural product topology. Moreover,
we define the closed and convex subset X̃ad = Ỹad × Uad ⊂ X. Moreover, the
cost function J̃ : X̃ → R is given by

J̃(y, u) =
1

2

∫ tf

t◦

σQ ‖y(t)− yQ(t)‖2H + σu ‖u(t)‖2Rm dt+
σΩ
2
‖y(tf)− yΩ‖2H

for x = (y, u) ∈ X̃, where σQ, σΩ are nonnegative weighting parameters,
σu ≥ 0 is a regularization parameter and yQ ∈ L2(t◦, tf ;H), yΩ ∈ H are given
desired states. Then, we consider the following convex optimal control problem

min J̃(x) subject to x ∈ F(P) =
{

(y, u) ∈ X̃ad

∣∣ (y, u) satisfies (1)
}

(P)

with the set F(P) =
{
x = (y, u) ∈ X̃ad

∣∣ (y, u) satisfies (1)
}

of feasible solu-
tions.

The Lavrentiev regularization. It is well-known that the (sufficient) first-
order optimality conditions for (P) involve a measure-valued Lagrange mul-
tiplier associated with the state constraint ȳ ∈ Ỹad; see [4, Section 1.7.3]. To
develop a fast numerical solution methods (by combining semismooth Newton
techniques with reduced-order modelling) we apply a Lavrentiev regularization
of the state constraints. For that purpose we introduce an additional (artificial)
control variable and approximate the pure state by mixed control-state con-
straints, which enjoy L2-regularity; see, e.g., [9]. Instead of the Hilbert space
X̃ we consider the Hilbert space X = W (t◦, tf) × U × L2(t◦, tf ;Rn), again
supplied with the product topology. For ε > 0 the subset X̃ad is replaced by
the closed and convex subset

Xε
ad =

{
(y, u, w) ∈ X

∣∣ ya ≤ εw + Iy ≤ yb in Rn a.e., u ∈ Uad

}
.

For a chosen weight σw > 0 we replace J̃ by J : X → R with

J(y, u, w) = J̃(y, u) +
σw
2

∫ tf

t◦

‖w(t)‖2Rn dt, x = (y, u, w) ∈ X.

Now the regularized optimal control problem has the following form

min J(x) subject to x ∈ F(Pε) =
{

(y, u) ∈ Xε
ad

∣∣ (y, u) satisfies (1)
}
. (Pε)

The POD method. Optimal control problems for partial differential equa-
tions (like (Pε)) are often hard to tackle numerically because their discretiza-
tion leads to very large scale optimization problems. Therefore different tech-
niques of model reduction were developed to approximate these problems by
smaller ones that are tractable with less effort. We apply the method of Proper
orthogonal decomposition (POD), where the basis functions contain informa-
tion from the solutions of the dynamical system at pre-specified time-instances,
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so-called snapshots. Due to a possible linear dependence or almost linear de-
pendence the snapshots themselves are not appropriate as a basis. Hence a
singular value decomposition is carried out and the leading generalized eigen-
functions are chosen as a basis, referred to as the POD basis.

A-posteriori error analysis. In contrast to methods of balanced truncation
type, the POD method is somehow lacking a reliable a-priori error analysis.
Unless its snapshots are generating a sufficiently rich state space, it is not
a-priorly clear how far the optimal solution of the POD problem is from the
exact one. On the other hand, the POD method is a universal tool that is
applicable also to prob- lems with time-dependent coefficients or to nonlinear
equations. Moreover, by generating snapshots from the real (large) model, a
space is constructed that inhibits the main and relevant physical properties
of the state system. This, and its ease of use makes POD very competitive
in practical use, despite of a certain heuristic flavor. Based on a perturbation
argument [1] a computationally a-posteriori error estimate is derived how far
the suboptimal (POD) solution to (Pε) is from the (unknown) exact optimal
solution for chosen regularization ε > 0. The error analysis is related to the
results in [3,5,10].

Optimality system POD. The accuracy of the reduced-order model can be
controlled by the a-posteriori error analysis presented in the previous subsec-
tion. However, if the POD basis is created from a reference trajectory contain-
ing features which are quite different from those of the optimally controlled
trajectory, a rather huge number of POD ansatz functions have to be included
in the reduced-order model. This fact may lead to non-efficient reduced-order
models and numerical instabilities. To avoid these problems the POD basis
is generated in an initialization step utilizing optimality system POD (OS-
POD); see [6] and [7,8]. In OS-POD the POD basis is updated in the direction
of the minimum of the cost. We propose to consider an extended problem,
has the property that the associated POD reduced system is computed from
the trajectory corresponding to the optimal control and thus the problem of
unmodelled dynamics is removed. Hence, the POD basis is changed during the
optimization; see Figure fig1. We investigate the combination of OS-POD and
a-posteriori error analysis; compare [2,3,11]; see Figure 2.
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Fig. 1 First four POD basis functions associated with the uncontrolled heat equation (top),
with the optimal control (middle) and with the control gained after two OS-POD gradient
steps.
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Interfacing between dynamics and optics for reduced
models of deformable optical elements

Nicolai Wengert · Peter Eberhard

Abstract High-precision optical systems have extremely small tolerances. Even
very small perturbations can yield unacceptable errors in a projected image. To
avoid this, it is necessary to estimate the influence of dynamical excitations and
elastic deformations of lenses on the imaging. If it is possible to determine this
influence, procedures can be developed to react on the perturbations. Controlling
an imaging process of high-performance optics requires systematic interfacing be-
tween the mechanical model and the optical model. Here, an overview is provided
on basic issues concerning deformable lenses.

1 Introduction

During the last decades, optical systems have been developed which allow higher
and higher resolutions. These systems are especially used in the mass production
of microchips, i.e. in optical lithography. Lithography objectives project the struc-
tures of integrated circuits on a light resistive coating. In a next step, it is possible
to process the projected structures. Since the structure size is supposed to decrease
with any newly designed objective, accuracy demands increase correspondingly.
Unfortunately, also the sensitivities to dynamical perturbations increase.

There are different possibilities to make the imaging process more robust,
e.g. by introducing active and passive vibration damping. However, the higher
the accuracy demands, the higher the effort to meet them. Consequently, the
dynamical-optical performance should be included during developing the mechan-
ical part of new objectives. This requires methods to combine the two different
fields dynamics and optics.

In the following, also image quality criteria will be summarized. These criteria
are required to both qualify and quantify the performance for certain states of
the dynamical-optical system. Next, interfacing between dynamics and optics will
be discussed. According to this, an example will be given where a single optical
component will be investigated.

2 Quality criteria for dynamical-optical systems

An optical system projects an object from the object plane to the image plane. If
the optical system is perturbed, it produces two characteristic aberrations, i.e. im-
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age errors, see Fig. 1. For a mathematical description of the aberrations, the object
is discretized into point light sources, so-called fields. A point light source is rep-
resented by a ray bundle. Typically, the center ray of the ray bundle is called the
chief ray. The first characteristic aberration is the image shift which is quantified
by chief ray deviation (CRD) in the first instance. The other aberration type is
blurring which is quantified by wavefront aberration (WFA).

Fig. 1 Ideal imaging (left) and imaging of a perturbed optical system yielding chief ray
deviation (CRD) and wavefront aberration (WFA).

Wavefront aberrations can be described by means of polynomials. In the case of
a circular pupil, Zernike polynomials are commonly used [1,2]. Here, the notation
of [3] is chosen, see also [4]. The wavefront aberration reads

∆W = Wreal −Wideal =
∑

j

cjZj , (1)

where Wreal is the real wavefront, Wideal is the ideal wavefront, and cj is the
amplitude of the j-th Zernike polynomial Zj . In addition to the chief ray deviation,
a deviation of the intensity centroid is included in the wavefront aberration. The
intensity centroid is named line of sight (LOS). Its deviation is the sum of the
chief ray deviation and the small additional shift,

[
∆xlos
∆ylos

]
=

[
∆xcrd
∆ycrd

]
− 2

λ

NA

[
c2
c3

]
, (2)

where λ is the wavelength of the light and NA the numerical aperture. The aber-
rations of a single field i can be summarized in

ai = [∆xlos, ∆ylos, c4, c5, c6, ...]
T
. (3)

The coefficients c1, c2, c3 are not required since they have no influence on blurring.

3 Interfacing between dynamics and optics

For the mechanical modeling, Elastic Multibody Systems (EMBS) can be used.
Due to the very small vibration amplitudes, the equations of motion are linear [6],

M · q̈(t) +D · q̇(t) +K · q(t) = B · u(t), (4)

a(t) = Ca · q(t), (5)
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with the generalized coordinates q, mass matrix M , damping matrix D, stiffness
matrix K, input matrix B, inputs u, and the dynamical-optical output matrix Ca.

The matrix Ca allows a direct computation of the aberrations. Since all gener-
alized coordinates cause specific aberrations, these dynamical-optical sensitivities
can be summarized in the matrix

Ca =



a1,1 . . . a1,nq

...
...

anf ,1 . . . anf ,nq


 , (6)

where ai,j are the aberrations at the i-th field for a unit amplitude of the j-th
generalized coordinate exclusively. It is regardless whether the type of generalized
coordinate represents a rigid or elastic degree of freedom (DOF). In the case of
elastic DOFs, ai,j corresponds to a certain shape function resulting from model
order reduction. It should be noted that the type of model reduction has no in-
fluence on the computation procedure of Ca. Nevertheless, it does influence the
accuracy of the mechanical model.

Computing the sensitivity matrix Ca requires ray tracing. As long as there are
only spherical surfaces and rigid body motion, the ray paths can be calculated
analytically. For considering deformations, the intersections of rays and surfaces
have to be computed numerically by means of a Newton-Raphson method. Here,
an important issue is the surface approximation. Surfaces are discretized due to the
Finite Element modeling. However, discrete surfaces yield artefacts in ray tracing
simulations. To ensure a smooth surface, polynomial interpolation can be used. For
this, an appropriate set of polynomials has to be chosen depending on the shape
of the surface. For example, for circular-shaped surfaces, Zernike polynomials are
a good choice. Rectangular-shaped surfaces could be approximated by means of
B-Splines.

If a lens gets deformed and its optical properties are sensitive to stresses, the
2D case of surfaces has to be enhanced to a 3D case. Since most lenses have a
circular base, cylindrical polynomials could be used, see [5]. In this case, the path
of the ray paths through a lens have to be solved by means of differentiation. This
procedure is called gradient index ray tracing.

4 Example

For testing interfacing methods between dynamics and optics, it is helpful to in-
vestigate and understand a small system first. Figure 2 shows a single component
belonging to a lithography objective. This model enables benchmark simulations
to compare different approaches for surface approximation methods, or to compute
the influence of stress effects yielding a refraction index variation.

A deformed state considered in the optical model can be seen in Fig. 3. The
figure also shows the resulting wavefront aberration map and an image simulation
of the letter ’F’ which is, obviously, blurred.
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Abstract Implied volatility is a key value in financial mathematics. We dis-
cuss some of the pros and cons of the standard ways to compute this quantity,
i.e. numerical inversion of the well-known Black-Scholes formula or asymp-
totic expansion approximations, and propose a new way to directly calculate
the implied variance in a local volatility framework based on the solution of a
quasilinear degenerate parabolic partial differential equation. Since the numer-
ical solution of this equation may lead to large nonlinear systems of equations
and thus high computation times compared to the classical approaches, we
apply model order reduction techniques to achieve computational efficiency.
Our method of choice for the derivation of a reduced-order model will be
Proper Orthogonal Decomposition (POD). This strategy is additionally com-
bined with the Discrete Empirical Interpolation Method (DEIM) to deal with
the nonlinear terms.

Keywords Implied volatility · local volatility models · partial differential
equations · model order reduction · proper orthogonal decomposition · discrete
empirical interpolation method

1 Introduction

Volatility is a crucial input parameter in the famous Black-Scholes pricing
formula and therefore the problem of inverting this relation is of great practical
interest to traders. The resulting implied volatility is often seen as an estimated
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average future volatility and a widely used factor in financial markets research.
As it is not directly observable at the market and there is no exact analytic
formula available, the efficient numerical computation of this quantity is an
important task.

In this work, we present a new way to efficiently calculate the implied
variance in a local volatility framework based on the solution of a quasilinear
parabolic partial differential equation. In general, the solution of this equation
via Finite-Differences or Finite-Element methods will result in the solution of
large nonlinear systems. These systems are expensive to solve and lead to high
computation times compared to the classical approaches for the computation
of the implied volatility. Therefore we propose to use model order reduction
techniques to approximate the problem in a lower-dimensional subspace.

In the following we first review the existing methods to calculate the im-
plied volatility, before we introduce the reduced order model approach.

2 Existing methods to compute the implied volatility

In the present paper, we address the problem of computing the implied volatil-
ity surface in a local volatility framework. Local volatility models, as proposed
by [6] replace the constant Black-Scholes volatility by a deterministic function
depending on state and time. It is assumed that the dynamics of the price St
of the underlying asset at time t are governed by the stochastic differential
equation

dSt = rStdt+ σ̄(St, t)StdWt , S0 = s0 . (1)

Here r denotes the risk-free interest rate and W is a standard Brownian mo-
tion. For a given local volatility function σ̄ we are interested in computing the
implied volatility of European call options as a function of strike and matu-
rity. The classical approaches for its calculation can be divided into two main
categories: Iterative approaches and approximation formulas.

Iterative methods present the most common approach. They use the fact
that, by definition, the implied volatility can be inferred from computed op-
tion prices in a given model by inversion of the analytic Black-Scholes pricing
formula for European call options. Obviously, the iterative approach is split
into two steps. In a first step, the corresponding call price for each strike price
and each maturity has to be calculated. It is well-known that these prices can
be computed efficiently as the solution of a linear partial differential equation,
as explained in [1]. After the determination of the option prices, the next step
is the inversion of the Black-Scholes formula which has to be done numeri-
cally, using root finding algorithms like Newton’s method. One drawback of
the iterative approach is that the inversion is known to be computationally
difficult near expiry and far from the money. These difficulties are caused by
the low vega of the corresponding options. Furthermore, this procedure can
be time-consuming if many implied volatilities have to be provided, since the
numerical inversion has to be done for all strike prices and maturities.
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Another way to compute the implied volatility is represented by the ap-
proximation formula approach. There has been considerable interest in theses
methods over the last years, cf. [2]. One approach especially suited for local
volatility models is presented in [8]. There, the heat-kernel expansion of the
transition density function of the pricing process is used to obtain an expan-
sion in time-to-expiration of the implied volatility σI(T,K) of an option with
expiry date T and strike K at time t of the form

σI(T,K) ≈ c0(K) + c1(K) · (T − t) + c2(K) · (T − t)2 + o((T − t)2) . (2)

This formula is straightforward to implement and can be evaluated quickly.
Unfortunately, it is not suited for longer maturities and the local volatility
function is required to be smooth to obtain good results.

3 A Reduced Order Model for the Implied Variance

Let σI(K,T ) denote the implied volatility of a European call option with
strike price K and maturity T at a fixed time t with spot price St = s. In the
following we will use as transformed variables the time to expiration τ := T −t
and the log forward moneyness x := ln( KFτ

), where Fτ = erτs denotes the
forward price of the underlying. Furthermore, we define a function ϕ such
that σI(K,T ) = ϕ(ln(K/Fτ ), τ) = ϕ(x, τ) for all K > 0 , T ∈ (0,∞). This
function is given as the solution of a partial differential equation, see [3].

Theorem 1 Let the local volatility function σ be a globally bounded uniformly
continuous function and σ, σ constants such that 0 < σ ≤ σ(x, τ) ≤ σ̄ < ∞
for all x ∈ IR, τ ∈ [0, τmax]. Then:

i) ϕ lies in W 2,1,p
loc (Ω) for all 1 < p <∞ and satisfies

2τϕϕτ + ϕ2 − σ2(x, τ)

(
1− xϕx

ϕ

)2

−σ2(x, τ)τϕϕxx +
1

4
σ2(x, τ)τ2ϕ2ϕ2

x = 0 (3)

a. e. in Ω.
ii) In the limit τ → 0, the implied volatility is the harmonic mean of the local

volatility limτ→0 ϕ(x, τ) =
(∫ 1

0
1

σ(sx,0)ds
)−1

uniformly in x ∈ IR.

iii) Given continuous functions σ+ and σ− such that limx→∞ σ(x, τ) = σ+(τ)
and limx→−∞ σ(x, τ) = σ−(τ) locally uniformly in τ , then

limx→±∞ ϕ(x, τ) =
√

1
τ

∫ τ
0
σ2
±(s)ds .

Equation (3) will hereafter be referred to as the implied volatility partial
differential equation (IV PDE). To simplify equation (3), one can alternatively
consider the implied variance ψ = ϕ2.

For the numerical solution of this partial differential equation a finite dif-
ference scheme can be applied. Therefore we have to replace the space domain



4 Ekkehard Sachs, Marina Schneider

by a bounded domain and choose a partition of the space interval with N
discretization points. Applying central difference quotients in space direction
for the diffusion term plus an upwinding scheme to avoid oscillation issues for
the convection term results in a nonlinear, N -dimensional system of ordinary
differential equations (ODEs) of the form

ẏ(τ) = A(τ)y(τ) + f(τ, y(τ)) ∀ τ ∈ (0, Tmax] , y(0) = y0 (4)

with A(τ) ∈ IRN×N and a nonlinear function f : (0, Tmax]× IRN → IRN . To
solve the system (4) an appropriate time-stepping scheme is necessary. For
stability reasons it is advisable to utilize implicit discretization methods which
require the solution of a nonlinear system of N equations in each time step.
For this purpose root-finding algorithms like Newton’s method can be used.
If the number of space discretization steps is high, the solution of the large
nonlinear systems is expensive and leads to high computation times compared
to the classical approaches. Therefore we propose to use model order reduction
techniques to approximate the problem in a lower-dimensional subspace.

A popular model reduction technique is proper orthogonal decomposition
(POD), see e.g. [10], [11], [12]. This method is very efficient for affine sys-
tems, but for nonlinear systems it has the drawback that the evaluation of
the projected nonlinear term in general still depends on the complexity of the
evaluation of the original system. This effect can be circumvented by means
of the Discrete Empirical Interpolation Method (DEIM), see [4], which pro-
vides an approximation of the nonlinear term in a separate low-dimensional
subspace.

Compared to other approaches for the computation of the implied volati-
lity, as the inversion of the Black-Scholes formula and asymptotic expansion
approximations, the reduced order model (ROM) approach has the advantage
that it gives good results for all option maturities. In contrast, the inversion of
the Black-Scholes formula will be numerically difficult for very small maturi-
ties, because of the low vega of the corresponding options, and the asymptotic
expansion formula is not suited for longer maturities.

Furthermore the computation time of the ROM approach is independent
of the number of requested implied volatilities. One solution of equation (3)
gives the implied volatilities on the whole discretization grid. In contrast, the
computation times of the asymptotic expansion approach and the iterative
approach increase with the requested number of implied volatilities, since the
inversion of the Black-Scholes formula has to be done for each strike and each
maturity and the coefficients of the expansion formula have to be computed
for all different strikes. Nevertheless, the asymptotic expansion approach is
always much faster than the other ones, but one has to keep in mind that, in
many examples, it fails for longer maturities. Comparing the inversion of the
Black-Scholes formula and the ROM approach, the inversion takes less time
for a small number of requested implied volatilities, but for large numbers it
will be clearly slower.
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Abstract Solving PDE-constrained parameter optimization problems with
arbitrary output functionals may be quite expensive when using standard
PDE-solvers. Instead, we use Reduced Basis (RB) surrogate models for approx-
imately solving the optimization problem. Ingredients of our scheme comprise
RB-spaces for the solution and its sensitivity derivatives as well as rigorous
a-posteriori error bounds for the solution, derivatives, output functional and
the suboptimality of the parameters. Experiments on a stationary diffusion
and an instationary convection-diffusion problem demonstrate the benefits of
the approach.
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1 Introduction

We consider the parameter optimization problem

(P) =





minµ J(u(µ))
s.t.
E(µ)is solved.

We acknowledge the Baden-Württemberg Stiftung gGmbH for funding as well as the Ger-
man Research Foundation (DFG) for financial support of the project within the Cluster of
Excellence in Simulation Technology (EXC 310/1) at the University of Stuttgart.

M. Dihlmann · B. Haasdonk
Institute of Applied Analysis and Numerical Simulation
Pfaffenwaldring 57
D-70569 Stuttgart
Germany
Tel.: +49-(0)711-685-65542
Fax: +49-(0)711-685-65507
E-mail: dihlmann,haasdonk@mathematik.uni-stuttgart.de



2 Markus Dihlmann, Bernard Haasdonk

where the functional J evaluates the solution u(µ) to a parametrized partial
differential equation (P2DE) denoted by E(µ) depending on the parameter
µ ∈ Rp with p ∈ N. We successfully treated different PDE settings with our
approach. In [4] we handled the case of E(µ) being a general parameterized
linear evolution equation with linear output functional. In [5] we condidered
general parametrized stationary elliptic PDEs with nonlinear output function-
als.

This kind of parameter optimization problem with a PDE-constraint can
be found in numerous engineering applications. If the underlying model is
complex, a discretization of the governing equation can lead to a large-scale
discrete optimization problem causing extensively long computation times for
solving the optimization problem. In other cases the problem may not be
solvable under real-time requirements.

In order to accelerate the optimization, one possible approach is to replace
the discretized PDE model by a reduced order surrogate model obtained by
a model reduction technique like POD or reduced basis (RB) methods, cf.
[18,9]. In the optimization context POD as well as RB methods have already
been introduced, namely to solve optimal control problems, e.g., [3,6,19,20]
and parameter optimization problems, e.g., [14,16,17]. In our work we will use
a reduced basis surrogate model to approximate the behaviour of the P2DE,
but in contrast to the latter references we will also provide a more detailed
error estimation, including as a main result the certification of the optimal
parameters found by the reduced optimization in an online-efficient way, i.e.
the error estimator does not require any high dimensional operations.

The work we present here is not limited to one specific numerical opti-
mization scheme and many techniques can be applied (gradient descent, SQP,
trust region, etc). For some optimization schemes derivative information of
the functional, e.g. the gradient or the Hessian, is needed. Essentially, there
are two ways to obtain this information efficiently: the adjoint approach, see
for example [2,7,11,12] and the sensitivity approach, cf. [1,15,13]. When us-
ing the adjoint approach in combination with the reduced basis method, one
would have to build up a new reduced basis for every new functional [3,6,10].
Therefore, in our work we use the second possibility to calculate the functional
gradient by solving sensitivity PDEs. Using the sensitivity approach gives us
more flexibility in the use of the reduced model. In contrast to the adjoint
approach the reduced basis surrogate model once constructed can be used for
all choices of functionals. Furthermore we easily obtain higher order derivative
information of the functional like Hessians for example. This approach com-
prises additional RB spaces for the sensitivity derivatives, all constructed via
variants of the Greedy/POD-Greedy procedure, cf. [8].

Although solving the optimization problem with a reduced basis surrogate
model is in general much faster, the found solution can be suboptimal due
to the approximative nature of the surrogate model. In order to control this
suboptimality we will not only provide rigorous error bounds for the func-
tional and the functional gradient as in [16] but we will also derive rigorous
error bounds for the derivative solutions and the optimal parameters. Thereby
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we can provide a certification of the optimal parameters obtained by the op-
timization process with the reduced basis surrogate model. Experiments on
a parametrized linear time-variant diffusion-advection problem and a linear
elliptic problem with nonlinear output demonstrate the applicability of the
approach. For more details we refer to [4,5].
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Abstract We use the connection of Gauss-Lobatto-Legendre based nodal
discontinuous Galerkin methods to the summation-by-parts finite difference
framework to derive the discrete kinetic energy balance for the compressible
Euler equations. In this paper, we identify a non-linear source term, inconsis-
tent to the continuous kinetic energy balance, which may either act as a sink
or as a source and thus driving the instability.
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1 Introduction

In [3] it was shown that the favorable dissipation and dispersion properties
of very high order DG methods (in this case, a polynomial degree of 15) give
highly accurate results in the case of underresolved turbulence. It is worth
noting that the standard nodal DG formulation had instabilities issues due to
aliasing of the kinetic energy. In case of a very high order discretisation, the
artificial dissipation provided by the Riemann solver based surface fluxes is not
large enough to get rid of the aliasing driven instabilities. Hence, to resolve this
issue either an ad hoc filtering approach or an approach based on polynomial
projection rather than polynomial interpolation is used. While the former is
unsatisfactory due to its parameter dependent nature the second approach,
while yielding accurate results, comes at a vastly increased computational
price. The aim of this paper is to demonstrate the issue for a nodal based
discretisation and analyse the associated discrete kinetic energy balance.
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2 The Compressible Euler Equations

The conservative form of the equation reads as

Ut + Fx(U) = 0, (1)

where the conservative variables and fluxes are

U =



u1
u2
u3


 :=




ρ
ρ v

ρ e+ ρ v2/2


 , F =



f1
f2
f3


 :=




ρ v
ρ v2 + p

ρ v e+ ρ v3/2 + v p


 ,

(2)
where ρ, v, p, e are density, velocity, pressure and specific inner energy respec-
tively. Assuming a perfect gas, we have the relation ρ e = p/(κ − 1) with the
constant adiabatic coefficient κ.

3 The Numerical Method

Our numerical method of choice is the Gauss-Lobatto based nodal collocation
spectral element discontinuous Galerkin method (DGSEM), see e.g. [5,4,1,2]
for a detailed derivation. We subdivide the domain into non-overlapping grid
cells and map each of the cells to a reference element. For each element, a nodal
based ansatz spanned by the Gauss-Lobatto points is made. Using a variational
approach and replacing the integrals with the numerical quadrature associated
to the Gauss-Lobatto points, we get the following condensed discretisation

∆x

2
∂tuk +Df

k
= −M−1B

(
f∗
k
− f

k

)
, k = 1, 2, 3, (3)

where the components of the flux vector f
k

are computed via the collocation
principle as

f j1 = ρj vj ,

f j2 = ρj (vj)2 + pj ,

f j3 = ρj vj ej + ρj (vj)3/2 + vj pj ,

(4)

for each Gauss-Lobatto node j = 0, ..., N . f∗ denotes the numerical flux func-
tion, e.g. [11], which resolves the discontinuity at the grid cell interfaces. The
operators are given by the mass matrix

M := diag([ω0, ..., ωN ]), (5)

where the ωj are the associated quadrature weights. The differentiation matrix

Dij := `′j(ξi), i, j = 0, ..., N, (6)

where the `j are the Lagrange polynomials associated to the Gauss-Lobatto
points. The boundary operator is given by

B := diag([−1, 0, ..., 0, 1]). (7)
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These operators satisfy the so-called summation-by-parts (SBP) property,
originally introduced in the finite difference framework [6–10],

(M D) + (M D)T = B. (8)

4 The discrete Kinetic Energy Balance

The first step to derive the balance is to multiply the discrete continuity equa-
tion by the velocity field v/2. We subtract this from the discrete momentum
equation of the standard DGSEM formulation (3) to get

∆x

2

(
∂tu2 −

1

2
v ∂tu1

)
+Df

2
− 1

2
v D ρ v = S.T. (9)

where

S.T. = −M−1B
(
f∗
2
− f

2

)
+

1

2
vM−1B

(
f∗
1
− f

1

)
. (10)

Assuming time continuity, the first term can be reformulated as

∆x

2

(
∂tu2 −

1

2
v ∂tu1

)
=
∆x

2

1

2

(
∂tu2 + ρ ∂tv

)
. (11)

We insert this into equation (9) and multiply the resulting equation by the
velocity field v

∆x

2

1

2

(
v ∂tu2 + u

2
∂tv
)

+ v D f
2
− 1

2
v2Dρv = v S.T. (12)

The first term gives us the time derivative of the discrete kinetic energy

1

2

(
v ∂tu2 + u

2
∂tv
)

= ∂t(ρ v
2/2). (13)

We furthermore extend the formulation by adding and subtracting the volume
term of the transport flux 1

2 Dρv3 to get

∆x

2
∂t(ρ v

2/2) +
1

2
Dρv3 + v D p+ skin = v S.T., (14)

where the source term in the kinetic energy is given by

skin =
1

2

[
−Dρv3 + 2 v D ρ v2 − v2Dρv

]
. (15)

The continuous kinetic energy balance (derived directly from the Euler equa-
tions) reads as

∂t(ρ v
2/2) + ∂x(ρ v3/2) + v∂xp = 0. (16)

Comparing both, we realise that the two differ only in the additional source
term skin := s − s̃, as the other terms have a one-by-one discretisation. An
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analysis of the source term reveals that it is the sum of a consistent and
conservative part

s :=
1

2

[
−Dρv3 + v D ρ v2 + ρ v2Dv

]
(17)

and a non-conservative term

s̃ :=
1

2
v
[
−Dρv2 + ρ v D v + v D ρ v

]
. (18)

It is exactly this second term generated due to aliasing that can act either as
a source or as a sink, thus being responsible for instabilities in under resolved
turbulence computations with high order nodal DG methods.

5 Dicussion

We showed that for a nodal DG method, an aliasing driven source term is
introduced in the kinetic energy balance. This term is responsible for the
aliasing instability observed in marginally resolved turbulence computations.
In [2], the author shows how to construct an alternative formulation based
on the skew-symmetric form of the Euler equations to get rid of the second
problematic source term s̃, resulting in a kinetic energy consistent nodal DG
method.
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Abstract In this talk we will demonstrate the utility of using a multi-GPU accelerated high-order accu-
rate CFD solver to undertake simulations of flow over a tandem rod-aerofoil configuration. Specifically,
simulations will be undertaken using the open-source solver PyFR, which is based on the Flux Reconstruc-
tion approach, and can target a range of accelerator based hardware platforms. Various quantities will
be extracted from the simulation data, and compared with experimental results; including time-averaged
velocity distributions and acoustic spectra.
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1 Introduction

High-order flow solvers for unstructured grids have begun to be used for fundamental fluids research,
and are also considered by many as a next-generation tool for industrial design. Accurate and efficient
simulation of flow around complex geometries is a major issue that arises in many modern aerospace ap-
plications. Examples of such applications include reliable noise calculations from high speed flow entering
turbomachinery or passing over aircraft landing gear. The rod-aerofoil benchmark test case considered
here can reproduce many of the underlying flow characteristics present in such cases, making it an ap-
propriate proof-of-concept and validation test. A robust and computationally efficient method for fully
resolving the dynamics of such flows is critical. The objective of this study is to demonstrate the utility
of using a multi-GPU accelerated high-order accurate CFD solver to undertake such simulations.

2 Problem Specification

The test case considers flow over a rod-aerofoil configuration at a Reynolds number of 480,000 (based on
the chord C and the free-stream velocity Uin), and a Mach number of 0.21 [7, 8, 9]. The symmetrical
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NACA 0012 aerofoil is positioned at zero incidence relative to the incoming free-stream velocity. The rod
has a diameter of 0.1C. The distance between the rod centre and the aerofoil leading edge is equal to C.
A illustration of the layout can be seen in Figure 1.

Fig. 1 Rod-Aerofoil layout.

2.1 Computational Method

The study was undertaken using PyFR [2], version 0.2.1. PyFR utilizes the Flux Reconstruction approach
and it has been specifically designed to run on a range of different hardware, including GPUs. One of
its main features is the fact that it is written almost entirely in the Python scripting language, with all
the compute-intensive operations executed from kernels produced at runtime and in low level languages
targeting specific platforms, eg. CUDA, OpenCL and OpenMP. This is a design that Python can very
conveniently support. PyFR solves the full system of the compressible Navier-Stokes equations, with no
sub-grid scale modelling (i.e. a DNS/ILES approach). It is easily configurable in terms of fundamental
numerical parameters, such as polynomial order or the type of Riemann solver for the inter element
fluxes. Perhaps most importantly, it is able to efficiently apply the FR method on unstructured grids,
which greatly facilitate the meshing of complex geometries. PyFR is explicit in time, utilizing multi-stage
Runge-Kutta methods for time advancement. A rigorous description of PyFR, the theory behind it and
proofs of a number of its properties can be found in [1, 2, 3, 4, 5, 6].

3 Simulation Parameters and Results

The studies were performed in 3D. The aerofoil chord had a value of C = 0.1m and the free-stream
velocity was Uin = 72.0m/s. Meshing was performed using Gmsh, an open-source, high-order meshing
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application [10]. Specifically the computational domain was meshed with approximately 350,000 unstruc-
tured hexahedra, and solution polynomials of degree three were used to represent the solution within each
element - thus the simulation had sim5×107 degrees of freedom. The computational domain had a cylin-
drical boundary on which Riemann-Invariant, Characteristic BCs [11] were imposed. Time advancement
used a five-stage, fourth-order order, explicit Runge-Kutta scheme (RK45) [12]. The simulation start-up
procedure consisted of two phases. Phase one advanced the solution to 0.03 time units using a polynomial
order in space equal to one. Phase two advanced the solution to 0.06 time units with an order of two.
Results were then acquired from a third phase, which utilized a spatial order of 3 and advanced to 0.09
time units with a time-step of 10−8s. Total simulation time on 20 Nvidia K20 GPUs was of the order of
8 days for 10 passes over the chord (corresponding to 0.03 physical time units or 3 million time steps)
and a polynomial order of 3.

Fig. 2 Instantaneous pressure isosurfaces, Re=480,000, Ma=0.21. Coloured by velocity magnitude.

Figure 2 illustrates an instantaneous state of the flow field. Figure 3 plots the time-averaged stream-
wise velocity u (normalized with respect to Uin) along the line L marked in Figure 1.
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Fig. 3 Time-averaged streamwise velocity profile along line L (see fig. 1), Re=480,000, Ma=0.21.

Agreement with the experimental benchmark and previous numerical studies will be investigated,
placing particular emphasis on its sensitivity to fundamental simulation parameters such as mesh refine-
ment and polynomial order. The ultimate goal of CFD development is the reduction of simulation time
required for a given accuracy. This study attempts to demonstrate advances towards this aim achieved
within the PyFR framework and its potential as a robust design and simulation tool.
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Abstract This work is part of the development of a new generation of CFD
solvers on the basis of the discontinuous Galerkin Method (DGM), specifically
targeted towards accurate, adaptive, reliable and fast DNS and LES of indus-
trial aerodynamic flows. In this study, the ability of the method to perform
accurate implicit LES is investigated. The method is applied on several ad-
vanced benchmarks (studied in the European project IDIHOM), performed
at moderate Reynolds number. The 2D periodic hill flow, the low pressure
turbine blade T106C and the JEAN nozzle benchmarks are considered. En-
couraging results have been obtained, paving the way to the use of the method
for industrial applications.

Keywords Discontinuous Galerkin Method · Direct Numerical Simulation ·
Large Eddy Simulation · Turbomachinery

Nowadays,Computational Fluid Dynamics (CFD) has become an indis-
pensable tool for both academic and industrial studies. The increase of com-
putational power next to the industrialisation of the methods opened the way
to the use of CFD in many sectors. CFD is now daily used for the design of
aircraft, cars, energy production units, production processes and even build-
ing physics. Nevertheless, a large gap still remains between the accuracy of the
solvers used in industry and those developed by the academic community. In-
deed, the academic community is more focused on fundamental aspects of fluid
flow or the development of physical models, thereby considering relatively sim-
ple setups on which very accurate methods can be used. On the other hand,
the industrial applications target a large range of flow regimes in complex
configurations. Therefore, the CFD solvers used in the industry often sacrifice
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accuracy for higher flexibility, robustness and a lower computational cost. As
a consequence, less accurate numerical schemes together with significant and
important physical modelling, mainly RANS, are the current industry stan-
dard. Indeed, most of the time, the complexity of the geometry is such that
only the mean flow can be captured with strong modelling contributions.

For the last decade, the field of computational fluid dynamics has seen the
advent of new unstructured, finite element-like high order methods, such as the
discontinuous Galerkin method (DGM) [1], spectral element method (SEM) [2],
flux reconstruction (FR) [3] or spectral difference method (SDM) [4]. These
methods appear to provide a compromise between the flexibility of industrial
finite volume methods (FVM) [5] and the accuracy of academic solvers, such
as high order finite difference methods (FDM) [6] or pseudo-spectral methods
(PSM) [7]. Due to their computational compacity, most of these methods - in
particular those with discontinuous interpolation - also provide an excellent
serial and parallel computational efficiency. In view of these advantages, it
is mainly in the field of scale-resolving simulations that these methods offer
the best perspectives. Indeed, as these simulations require a nearly flawless
representation of the turbulent scales, current industrial solvers require huge
computational resources to provide sufficient accuracy, and hence, most com-
putations appear to be under-resolved so far (see Tucker [8,9] for a recent
review in turbomachinery).

One of those novel methods, the discontinuous Galerkin method with sym-
metric interior penalty (DGM/SIP) has been firstly implemented in Argo, the
multiphysics platform of Cenaero, during the thesis of Koen Hillewaert [10], in
collaboration with the Université catholique de Louvain (UCL). The solver
has been subsequently applied on the scale-resolving simulations of mod-
erate Reynolds flows during the thesis of Corentin Carton de Wiart (Ce-
naero/UCL) [11].

During the IDIHOM project, the compressible flow module of Argo, the
DGM solver developed at Cenaero, has been applied on the scale-resolving
simulations of canonical and industrial flows, putting forward the ability of this
new generation of high-order methods to handle large cases on unstructured
meshes. Several ambitious cases - occurring at moderate Reynolds numbers
- were investigated, including the well-known 2D periodic hill (figure 1), the
JEAN nozzle (figure 2) and the T106 low pressure turbine blade (figure 3).

Those results, next to those of the more fundamental work, have shown the
viability of the method, at least for a small ranges of industrial applications,
occurring at moderate Reynolds numbers. The results of the test cases and
the comparison with reference numerical or experimental results with will be
presented at the workshop.

Acknowledgements The authors gratefully acknowledge the support by the Walloon Re-
gion, by the European regional development fund (ERDF) contract N◦ ECV12020022015F
and finally through the FP7 research project IDIHOM.



Title Suppressed Due to Excessive Length 3

Fig. 1 Simulation of the flow over a 2D periodic hill configuration at Reb =
ubh
ν

= 10595

with ub = 1
2.035h

∫ 3.035h

h
u(y)dy and h the hill height . Volume rendering of the instanta-

neous Q criterion field.

Fig. 2 JEAN nozzle. ReD,is = 5× 104 and Mis = 0.75, based on the isentropic expansion
from inlet total to free stream static pressure and the exhaust diameter D. Volume rendering
of the velocity.
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Abstract In this work we apply an explicit CFD code based on the Discontin-
uous Galerkin Spectral Element Method (DGSEM) to under-resolved turbulent
flows. We demonstrate that our framework is highly accurate, efficient and
scalable and is thus well suited for scale-resolving tasks like Large Eddy Simu-
lation and Direct Numerical Simulation. Considering a near-incompressible,
moderate Reynolds number regime we pick two classical benchmark cases for
LES: a channel flow across a configuration with streamwise periodic hills at
different Reynolds numbers and a flow around a circular cylinder. We compare
with state-of-the-art low order simulations from literature and show that we
obtain equal to better results with significantly less degrees of freedom.

Keywords Discontinuous Galerkin Spectral Element Method · High-
Order Methods · Large Eddy Simulation · Direct Numerical Simulation ·
Under-resolved Turbulence · Polynomial Dealiasing

In recent years the role of Computational Fluid Dynamics has changed
from being a tool for experts to a tool closely linked to the design process. This
was on one hand caused by the increase of computational resources, on the
other hand solvers for steady flows have become very mature and are highly
optimized, RANS-type simulations can thus be carried out within a few hours
on modest hardware. In contrast scale-resolving simulations are less widespread,
as tackling unsteady turbulent flows remains resource intensive due to its very
nature. In the past a considerable amount of progress has been made in this
field, leading to a number of accurate and efficient research codes. However,
these do mostly not support complex geometries and thus lack the flexibility
required for industrially relevant applications. A great deal of LES research
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focuses on modeling the effects of small scales using standard second order
Finite Volume schemes as a basis.
For LES however Discontinuous Galerkin methods seem to be a viable alter-
native to FV methods. While providing a high-order of accuracy they can be
using on unstructured, hybrid meshes and thus promise to deliver academic
accuracy on an industrial scale. In addition their low dispersion and dissipation
errors [7] are favorable in an LES setup.
High-order DG methods for CFD have received an increased amount of interest
since the turn of the millennium, where most research was in the field of RANS,
however only few could report a benefit in computational efficiency over FV
methods. On of the first attempts to apply DG methods on LES was by Collis
in 2002 [4,5]. More recently contributions are by Uranga et al. [11] and Carton
de Wiart [3,12]. In [6] Gassner and Beck performed very high-order DGSEM
computations of isotropic turbulence and obtained results on par with FV
methods, but using only a fraction of degrees of freedom (DOFs). In [1] Beck
et al. reported successful simulations of various benchmark cases.

For the simulations the DGSEM framework Flexi is used, consisting of
an unstructured solver and a complete pre- and postprocessing toolchain. As
already mentioned LES usually comes with high computational cost, which
necessitates the use of massively parallel computing architectures. Due to the
locality of the operator explicit DG methods can be parallelized very efficiently,
for Flexi efficient strong scaling for 100,000+ cores is possible. In this work we
rely on a model-free approach and do not use any explicit turbulence model or
filter. We apply however, polynomial dealiasing to reduce the effects of aliasing.
Two benchmark cases are used to demonstrate our LES strategy:
The first one consists of an incompressible flow through a stream- and spanwise
periodic channel with hill-shaped restrictions in streamwise direction, which has
been thoroughly investigated by Breuer et al. [2]. Here we perform simulations
at a Reynolds number of Re = 2, 800 and Re = 10, 595, on a mesh with solely
8, 192 elements. For each case we have three simulations for polynomial degrees
from N = 3 up to N = 9. In the separation region, depicted in fig. 1, we
observe that time-averaged velocities nearly match the reference solution and
even turbulent kinetic energy agrees very well. Fig. 2 gives an impression of
the instantaneous turbulent structures in the flow field. We note that for the
highest polynomial degree we use 8, 192 cores and thus have one single element
per core, while still retaining efficient scaling.
The other benchmark case, depicted in fig. 3, is a subcritical flow over a circular
cylinder at ReD = 3900, which has been studied by Kravchenko [8]. We can
observe that the pressure coefficient of our simulation agrees well to reference
DNS and experimental data.

We conclude that we achieved results on par with or superior to the reference
results from literature, while using considerably less DOFs and thus being more
efficient. Thereby we did not use any explicit subgrid-scale model whatsoever
and rely on polynomial dealiasing, providing a clean numerical basis. The
results clearly indicate that high-order DG methods as the Flexi framework



An Application of High-Order DGSEM to Large Eddy Simulation 3

u/u
b

y
/h

0 0.5 1
0

0.5

1

1.5

2

2.5

3

LESOCC
MGLET
DG­N3

DG­N5
DG­N9

Position: x=3.0 TKE

y
/h

0 0.02 0.04 0.06 0.08 0.1
0

0.5

1

1.5

2

2.5

3

LESOCC
MGLET
DG­N3

DG­N5
DG­N9

Position: x=3.0

Fig. 1 Re = 2, 800: Spatial and time averaged streamwise velocity 〈u〉/ub and turbulent
kinetic energy in the separation region (x = 3.0).

Fig. 2 Re = 10595: Instantaneous snapshot: Q-criterion colored by velocity magnitude

perform very well in an LES setup and are for these type of problems superior
to classical FV methods.
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Abstract In ceramic and plastic production plants shaping plays an important role, it
is the fundament of high quality products. Typically, auger extruders (screw extrud-
ers) are used for continous extrusion and piston or ram extruders are deployed for
intermittend extrusion. Here our focus lies on de-airing screw extruders combinded
with vacuum devices incorparated in the extruder barrel. Auger extrusion processes
are mostly used for endless string products with rotationally symmetric components
and a small cross section relative to their lenght.

For modern ceramic or plastic production processes it is expected that the shaping
process guarantees strength of shape and produce flawless surfaces and crack-free, fil-
igree structures. All these requirements depend a lot on the quality of shaping. Thus,
stress-relieved extrusion is the main precondition for column-drawn products. Com-
binded with this process there is also the need to avoid excessive shear stresses. Con-
sequently, the basis for a high quality ceramic or plastic product takes place mainly
in the forming devices, i.e. in the strainer, the pressure head and the die.

Screw extruders have in addition to many advantages one important drawback.
The screw of the auger induces in the formed pastes a pulsating effect in the col-
umn, which is often referred to as a pulsating memory effect. Therefore, a strainer is
used to counterbalance or at least minimize these memory effect. But also the other
components play a crucial role during the forming process. The pressure head should
optimize the passage of the paste from strainer to die and needs an inter-coordinated
design between strainer and die. Finally, the die forms the final product depending on
the previous forming process.

The requirements to a succesful production yields to a design of the strainer, the
pressure head and die in that way that the ceramic body shows an optimal speed-and-
stress profile passing the extrusion device. The key criterion to ensure the quality is
consequently a uniform, constant velocity profile over the cross-section of the col-
umn.
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Our focus lies on the geometric optimization of the strainer. Hence, we require a
constant velocity profile at the exit of the strainer, i.e. at the inflow part of the pressure
head.

Due to the complexity of the optimization problem we use the non-linear gradient
free Nelder-Mead method to find an optimal velocity profile at the exit of the strainer.
Therefore, we want to optimize the shape of the strainer and, according to this, we
define an upstream flow angle and a diameter as parameters for our objective function.

Keywords Numerical optimization · non-linear least square problems · Nelder-
Mead method · Non-Newtonian fluids · high-viscosity flow · Bingham fluid ·
Herschel-Bulkley fluid · flow of visco-plastic materials with wall slip · non-linear
boundary conditions · rheology · extrusion technology

1 Introduction

Extrusion of soft solids is a forming process for a great number of products like
pharmaceutical tablets [4], catalyst monoliths [6]. [5], pasta [9], rubber, compounds,
aluminia profiles etc..

Typically pastes and compounds will be formed in extrusion devices as endless
string products. The quality of the string is essential for the quality of the final prod-
uct, for example ceramic monoliths for catalysts in the automotive sector. In general,
a forming device is splitted into a pressure head with strainer and a die. Here the
quality of the extrusion string depends significantly on the velocity field of the flow
passing the extruder, strainer and the forming pressure head and die. The velocity
field will also effect strains and stresses influencing the quality of the final product.
For the production of peak-quality, wet-shaped products, which we denominate as
extrudates, it is important to produce a well-prepared body of constant, uniform con-
sistency. Also two more prerequisites are an optimized vacuum and a non-pulsating
column.

Even there are well-known technical processes in extrusion technology in practice
every new product needs a modified or new process technology. Extrusion involves
very high pressures up to 200 bar or higher and also bodies which are difficult to
extrudate. Consequently, this requires extrusion tools considering the influence of the
extruder itself to the die exit in a hydraulically optimized design. Also the extrudates
and honeycomb elements for technical applications need a high level of accuracy.
For instance, the engineering of a honeycomb die for thin-walled honeycombs, i.e.
ceramic monoliths with wall thickness of 0.09 mm and less requires a degree of
precision only guaranteed with state-of-the-art machine tools in combination with
state-of-the-art simulation and optimization techniques.

In fig. 1 typical designs of forming devices are shown. In fig. 1 on the upper left
side are examples for forming cores inside a die, in the upper right part are combi-
nations of pressure head and dies and the lower part shows some typical extrudated
products.

The extrusion body in the entire shaping process must be kept uniformely shaped,
guided and finally moulded into the geometry of the end product. Thus we consider
the forming process in more detail. There are two type of extrusion processes. Auger
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Fig. 1 Examples of forming devices of the die (upper left), selection of pressure heads and dies (upper
right) and a selection of products

or screw extruders are used for continous extrusion while piston or ram extruders are
employed for intermittend extrusion. Here we focus augers respectively screw ex-
truders and their influence on the forming process. The characteristics of the extruder
in question has to be incorporated into the design of the forming device. Especially
for auger extruders the nature of the barrel, the auger and the end auger has to be in-
cluded. Typically this is combined with the extrusion velocity profile, i.e. the velocity
profile of the extruder as inflow profile of the strainer.

The strainer is in direct contact to the extruder and its purpose is to compensate
the memory effect and to ensure a balanced, equilibrated velocity profile. At this first
step of the forming process the quality of the product is influenced dramatically.

Thus we want to optimize the velocity field in the sense of a nearly equi-distributed
velocity profile at the exit of strainer into the pressure head. Here we consider the
flow in forming devices as a non-Newtonian flow with wall slip. The most important
influence is due to the shape of the strainer and also the pressure head. But in our
optimization we restrict our focus on the strainer due to the complexity of the prob-
lem. Therefore we want to find an optimal shape of the strainer under consideration
yielding in the desired velocity profile.

Fig. 2 Typical design of a highly complex die with pressure head and strainer



4 Wolfgang Hoffmann

2 Non-Newtonian material behaviour

Non-Newtonian fluids completely different from Newton-fluids. In Non-Newtonian
fluids the viscosity depends on the shear rate and the shear rate history. Neverthe-
less some non-Newtonian fluids will show shear-independent viscosity. Examples
are many salt solutions, coal tar, noodles, ketchup, toothpaste, blood, paint, heavy
clay and technical ceramics.

In a Newtonian fluid the relation between shear stress and shear rate is linear,
passing the origin and the proportional factor is the linear viscosity. A Non-Newtonian
fluid shows a non-linear relation between shear stress and shear rate resulting in a
non-linear viscosity function. Here the viscosity depends on the shear stress and shear
rate while the relation between shear stress and shear rate can be time-dependent.

Furthermore, Non-Newtonian fluids have a yield stress, i.e. below a initial stress,
the yield stress τF , they behave like a rigid body. Trespassing the yield stress will
change the material behaviour completely, the fluid shows plastic deformation.

There are a lot of other effects, which will discussed shortly. A shear thickening or
dilatant fluid has a viscosity, which increases with increasing shear rate. Shear thin-
ning or pseudo-plastic fluids have a visocity function decreasing with rising shear
rate, an example is paint but also ceramics and many polymers. For our purpose,
Bingham-fluids play the important role. Bingham fluids are characterized by a linear
shear stress to shear strain relationship and a yield stress τF to start with plastic de-
formormation. The linear proportional factor between shear strain and shear strain is
denominated as Bingham viscosity ηB. Furthermore Bingham fluids are shear thin-
ning, pseudo-plastic fluids. There exist a lot of textbooks for non-linear viscoplastic
fluids and for more details we refer to [1] and [10].

Fig. 3 Wall slip behaviour of a non-Newtonian fluid

It is important to describe the deformation process not only as shear rate depen-
dent process, it is essential to involve also the wall slip of Non-Newtonian materials
[2], [3], [5]. Neglecting wall slip will result in non-realistic modelling of the flow
behaviour and simulations of deforming processes will not describe reality.
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Wall slip is an effect caused by the disintegration of the fluid close to the walls.
Due to the pressure a thin low viscosity lubricating film occurs splitting the fluid
in two regions with different flow behaviour (see fig. 3). A segregated material and
a thin film will describe the flow behaviour at the walls, a non-segregated material
determins the flow behavoiur in the within. The flow parameters for the flow within
are the yield stress τ f and the Bingahm viscosity ηB.

Additionally we introduce two parameters for the wall slip, the yield stress τW ,
describing when walls slip will start and the k-factor, describing the flow behaviour
close to the wall. The yield stress τW is directly related to yield stress τF , its mag-
nitude is 10 - 100 times smaller than the yield stress τF . The k-factor represents the
tribology of the wall and the viscosity close to the wall. For more details we refer to
[5].

Thus we have 4 material parameters to describe the behaviour of an incompress-
ible non-Newtonian fluids with wall slip (see table 1). The four material parameters
have to be determined by measurement.

τF yield stress [Pa]
ηB Bingham viscosity [Pa · s]
τF wall slip stress [Pa]
k k-factor [Pa · s/m]

Table 1 Characteristic material parameters for Bingham fluids

As constitutive partial differential equation for the flow of a Bingham fluid within
the domain Ω ⊂ R3 we have (details for the derivation of the system of partial differ-
ential equations see in [6]):

−∇T = ∇(−2µ(ν)D+ p1) = 0 (1)
∆v = 0 (2)

(3)

The viscosity function µ is:

−µ(D) = ηB + τF
√

4I2 with (4)

I2 =
1
2

trace(D2)+(trace(D))2 (5)

Here T is the stress tensor, p1 the pressure multiplicated with the unit matrix, D
the strain rate tensor, µ the viscosity function and v the velocity field.

The non-Newtonian fluid moves along fixed walls with the wall slip velocity vwall
as a function of wall stress τW . Thus, we can formulate the boundary conditions for
the walls as function of τW with wall slip velocity vslip:

vslip = f (|τw|)τw (6)
The boundary conditions for the other boundaries are the usual inflow and outflow

boundary conditions.
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3 An optimization method for Bingham fluids will wall slip in a strainer

Fig. 4 Initial shape of the strainer with 6 blades

The geometry to optimize is shown in fig. 4. Here a we have 6 blades for minimiz-
ing the pulsating memory effect. Furthermore we use diameter 1, d1, and the upstream
flow angle α of the blades for opimization. The flow direction is in x-direction in a
cartesian coordinate system. Hence, we have to find a nearly equi-distributed veloc-
ity profile at the outlet of the strainer. Therefore we have to ensure that the velocity
components perdendicular to the flow direction yield into a minimum at the outlet of
the strainer, |vy|+ |vz| →min.

We define the objective function fob jective = f̃ as:

f̃(α,d1) = ∑
grid points

|vy|+ |vz| →min (7)

The index set of the sum in equation 7 means the finite volume solution for the
flow at all grid points of the exit of the strainer.

As optimization algorithm we use the Nelder-Mead method [12]. A comprehen-
sive description of the Nelder-Mead algorithms can be found in many textbooks for
numerical optimization, for example in [11].

We use this method because we have a highly non-linear partial differential equa-
tion system (see (3) and (5)) and it is not guaranteed to find a gradient for the op-
timization problem. Thus, we use the most important property of the Nelder-Mead
method, the fact that Nelder-Mead does not need a gradient of the objective function.
Even the objective function has not to be continous.

The Nelder-Mead method is easy to implement but very little is known about
its convergence properties. It is not a priori clear, that the algorithm will find a so-
lution and heuristic motivated regularisation has to be implemented. There is done
some research in convergence theory for Nelder-Mead and more details are to find
for example in [7] or [8].
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Abstract We consider region of interest (ROI) tomography of piecewise con-
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a weighted `p–penalty with weights that depend on the relative location of
wavelets to the ROI. The proposed method is a regularization method, i.e.,
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efficacy of the method and compare it to the method proposed in [4].
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1 Introduction

We consider the interior problem or region of interest (ROI) tomography ; to-
mographic data are given only over lines meeting a region of interest Ω inside
an object, and the goal is to image that region. ROI data of a function f
are the integrals Rf(`) for all lines ` that intersect Ω, R denotes the Radon
transform and data limitations are referred to by the subscript ‘lim’. Already
the full data problem of solving Rf = z in L2 is ill-posed [2,3], and regulariza-
tion methods have to be applied. We consider the ROI problem for piecewise
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constant (PC) functions that can be written as the finite linear combination

of characteristic functions: f(x) =
∑N
n=1 anχΩn

(x).
We use a weighted wavelet reconstruction scheme which leads to the min-

imization of the functional

‖Rlimf − zδlim‖2L2(S1×R) + α‖Ff‖pp,ω (1)

where

‖Ff‖pp,ω =
∑

j,k

ωjk|cjk|p

is a weighted `p-norm with strictly positive weights 0 < C ≤ ωjk and the
operator F maps f to its Fourier coefficients with respect to the Haar basis.
For p < 2, such an approach is known to promote sparsity; and for p > 1 the
functional is strictly convex and has a unique minimizer. For the minimization
of the functional we use the method of surrogate functionals [1,5]. The novelty
of the proposed method is the choice of weights.

2 The weights

For the choice of weights we consider three types of basis functions.

1. The first type are basis functions with support either containing the region
of interest (approximation, coarse wavelets), or being contained in the re-
gion of interest (detail, fine wavelet). These basis functions assemble the
reconstruction in the ROI and hence, the coefficients should be computed
as accurately as possible. We choose the weight to be equal to 1 for these
basis functions.

2. The second type are basis functions whose support does not overlap the
region of interest (details, fine wavelets and coarser wavelets away from the
ROI). These functions only have an indirect influence on the recosntruction.
We choose a fixed value for the corresponding weights. In the numerical
examples we experiment with different values for this outside weight, e.g.,
2, 5 and 10.

3. The last type of basis functions are those that overlap the region of in-
terest without belonging to the first type. For these functions we define
intermediate weights depending on the size of the intersection (the size of
the shared support). The weight interpolates between 1, the inside weight,
and the value chosen for the outside weight (empty intersection).

Splitting the weighted sum according to the position of the basis func-
tions with respect to the ROI in three sets, namely Γin, Γout and Γrim, the
regularization term in (1) can be written as

‖Ff‖pp,ω =
∑

jk∈Γin

|cjk|p +
∑

jk∈Γrim

ωjk|cjk|p + ωout

∑

jk∈Γout

|cjk|p. (2)
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Fig. 1 A very sparse wavelet example with ROI. First row: Left: Original. Right: recon-
struction from region of interest data with regularization parameter α = 5 · 10−7 and outer
weight equal to 10. Second row: Reconstructions with the linear shrinkage reconstruction
as in [4]; outside of the ROI the 2 finest detail levels are missing. Left: α = 1 · 10−6, right:
α = 5 · 10−6.

3 Example Reconstructions

We use an academic example built from 8 wavelets of different size, see Fig-
ure 1. An important feature is the small wavelet, corresponding to a fine detail
with high intensity, outside the ROI. Our proposed method allows the recon-
struction of fine details outside the ROI; and Figure 1 and Table 1 demon-
strate that this is beneficial. Table 1 shows that the proposed method is able to
achieve a very small relative reconstruction error both in the region of interest
and in the whole image domain.

In [4] a wavelet based method is proposed that deletes fine detail levels
outside the ROI in order to get a regularized and sparse solution in the ROI.
With this method, the small detail in our example cannot be reconstructed as
soon as more than 1 detail level outside the ROI are deleted, see the second
row of Figure 1. Also with this approach a very small reconstruction error in
the ROI can be achieved, see the reconstruction errors given in Table 2. This
happens, however, at the cost of the sparseness of the reconstruction (Table 2).
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Table 1 Reconstructions with the proposed weighted wavelet method. Relative L2-error in
the ROI and in the image domain for different values of the regularization parameter and
ωout = 5 and 10.

α ωout nnz δROI in % δD in %

5 · 10−7 10 8 0.379 1.114
1 · 10−6 10 8 0.758 2.221
1 · 10−6 5 8 0.417 1.115
5 · 10−6 5 8 2.084 5.560

Table 2 Reconstructions with the linear shrinkage method of [4]. Relative L2-error in the
ROI and in the image domain for different values of the regularization parameter and dif-
ferent numbers of deleted detail levels outside the ROI.

α no. of deleted levels nnz δROI in % δD in %

5 · 10−7 1 247 0.195 42.3
1 · 10−6 1 133 0.226 32.41
5 · 10−6 1 8 0.864 1.153
1 · 10−6 2 109 0.683 53.552
5 · 10−6 2 33 1.030 39.433
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Abstract The structure of vowel sounds in human speech can be divided into
two independent components. One of them is the excitation signal, which is a
kind of buzzing sound created by the vocal folds flapping against each other.
The other is the filtering effect caused by resonances in the vocal tract, or the
confined space formed by the mouth and throat. The Glottal Inverse Filter-
ing (GIF) problem is to (algorithmically) divide a microphone recording of a
vowel sound into its two components. This blind deconvolution type task is an
ill-posed inverse problem. Good-quality GIF filtering is essential for computer-
generated speech needed for example by disabled people (think Stephen Hawk-
ing). Also, GIF affects the quality of synthetic speech in automatic information
announcements and car navigation systems. Accurate estimation of the voice
source from recorded speech is known to be difficult with current glottal in-
verse filtering (GIF) techniques, especially in the case of high-pitch speech of
female or child subjects. In order to tackle this problem, the present study
uses Bayesian inversion for GIF. The proposed method takes advantage of the
Markov chain Monte Carlo (MCMC) modeling in defining the parameters of
the vocal tract inverse filter. The filtering results are found to be superior to
those achieved by the standard iterative adaptive inverse filtering (IAIF).

Keywords Glottal inverse filtering · MCMC

1 Introduction

The structure of vowel sounds in human speech can be divided into two inde-
pendent components. One of them is the excitation signal, which is a kind of
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Fig. 1 Acoustic pressure between periodically closing vocal folds creates the glottal excita-
tion signal. The resonances in the vocal tract filter the signal that can be recorded using a
microphone.

buzzing sound created by the vocal folds flapping against each other. The other
is the filtering effect caused by resonances in the vocal tract, or the confined
space formed by the mouth and throat. See Figure 1.

The Glottal Inverse Filtering (GIF) problem is to (algorithmically) di-
vide a microphone recording of a vowel sound into its two components. This
blind deconvolution type task is an ill-posed inverse problem. Good-quality
GIF filtering is essential for computer-generated speech needed for example
by disabled people (think Stephen Hawking). Also, GIF affects the quality of
synthetic speech in automatic information announcements and car navigation
systems.

Accurate estimation of the voice source from recorded speech is known to
be difficult with current glottal inverse filtering (GIF) techniques, especially
in the case of high-pitch speech of female or child subjects. In order to tackle
this problem, the present study uses Bayesian inversion for GIF. The method
proposed in [2] takes advantage of the Markov chain Monte Carlo (MCMC)
modeling in defining the parameters of the vocal tract inverse filter.

2 Materials and methods

Computational solution of the inverse problem requires a model for both the
excitation signal and for the vocal tract effects. We use the so-called Klatt
model for parameterizing the air flow through the glottis illustrated in Figure
2. The Klatt model has only one real parameter taking values between zero
and one.

The vocal tract is modelled using the Z-transform. It turns out that simple
piecewise-constant rotationally symmetric tube models provide a good-enough
model for the human vocal tract. Furthermore, the filtering effect of such a
tube takes a convenient form of an all-pole filter in the Z-transform domain.
Two of the poles are the most significant and practically determine the vowel.
Accordingly, the degrees of freedom in our vocal tract model are the radii and
angles of two poles expressed in polar coordinates.
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Fig. 2 Airflow through the glottis (the gap between the vocal folds) is shown here (red
line) as a function of time. This is just one period of the movement of the vocal folds during
phonation. Vocal folds are shown in the coronal plane (top) and in the transversal plane
(bottom). The derivative of the red line (physically the pressure) is the excitation signal.

Summarizing, our simple model of vowel sounds depends on five real pa-
rameters: the Klatt parameter and the two polar coordinates of two points in
the complex plane.

Computational inversion is performed using Bayesian inversion [3]. Incom-
plete measurement information is inserted in a likelihood model. Everything
we know about the possible and probable values of our five parameters is mod-
elled using a prior model. The Bayes formula combines those two models into
the posterior distribution. Finally, the solution of the ill-posed glottal inversion
problem is recast in a well-posed task of exploring a probability distribution
in a five-dimensional space. For this we use a Markov Chain Monte Carlo
(MCMC) method called the Metropolis-Hastings algorithm.

Our sound samples are provided by Professor Brad Story. Magnetic res-
onance imaging is used to estimate the geometry of the vocal tract very ac-
curately. This allows one to create a very realistic computational vocal tract
model. Furthermore, since the excitation signals are simulated, we have ground
truth available for measuring quantitatively the errors in the reconstructions.

3 Results

We apply both Iterative Adaptive Inverse Filtering [1] and the proposed MCMC
method to the synthetic dataset we have available. The result for one repre-
sentative case is shown in Figure 3; for a comprehensive statistical analysis of
a larger set of results see [2].
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Fig. 3 Inversion results. With a difficult sound sample the MCMC-based method performs
better than the state-of-the-art IAIF method. Here the exactly known true airflow is shown
as a gray line.

4 Discussion

The MCMC-based filtering results are found to be superior to those achieved
by the standard iterative adaptive inverse filtering (IAIF). This paves the way
for

– High-quality speech prostheses allowing natural synthetic speech for dis-
abled persons, even for women and children with high fundamental speech
frequency.

– Clearer information announcements for railway stations and car navigation
systems.

– Better automatic speech recognition in noisy environments.
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A resolution guarantee for anomaly detection within a
realistically modeled EIT setting

Bastian Harrach · Marcel Ullrich

Abstract We consider the problem of detecting anomalies in a conductive object from
boundary current-to-voltage measurements. For a realistically modeled electrode measure-
ment setting, we discuss the possibility of a resolution guarantee that guarantees to detect
anomalies of a certain size without detecting false positives in the anomaly-free case. Based
on a monotonicity relation for the measurement operator, we state a simple test criterion to
check if a measurement setting contains enough information to ensure this guarantee.

Keywords Inverse parameter identification for PDEs · electrical impedance tomography
(EIT) · monotonicity relation · resolution guarantees

1 Introduction

Notations: χM denotes the characteristic function of a set M and eig(A) the set of eigenval-
ues of a square matrix A.

The aim of anomaly detection (aka. inclusion detection) in electrical impedance tomog-
raphy (EIT) is to reconstruct areas of a conductive object Ω where the conductivity σ dif-
fers from an approximately known background conductivity σB. For this purpose, current-
voltage measurements are taken on the object’s surface.

Mathematically, the potential distribution u in a conductive object Ω ⊆ Rn (with n ∈
{2,3}) is modeled by the solution of

div(σ∇u) = 0 in Ω , (1)

σ∂ν u|∂Ω = g on ∂Ω , (2)
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and the boundary measurements (applied boundary current to corresponding boundary
potential) are modeled by the Neumann-to-Dirichlet Operator

Λ(σ) : g 7→ u|∂Ω .

For σ ∈ L∞
+(Ω), the operator Λ(σ) : L2

�(∂Ω)→ L2
�(∂Ω) is linear and self-adjoint, whereas

the subscripts “+” and “�” denote the subset of functions with positive (essential) infima
and vanishing integral mean, respectively.

We assume that σ differs on D ⊆ Ω from a constant background conductivity σB ∈ R
with anomaly conductivity σD, i.e.

σ : Ω → R, σ(x) = σBχΩ\D(x)+σD(x)χA(x) (3)

In addition, we assume that a contrast condition

inf
x∈A

σD(x)≥ σDmin > σB (4)

for some constant σDmin is fulfilled. Then, the problem of anomaly detection is to reconstruct
the area D.

For a realistically modeled electrode measurement setting (see section 2) including a
finite amount of modeling and measurement errors, our main result in section 3 shows the
possibility of the following resolution guarantee.

Resolution guarantee (RG): Let (ω1,ω2, · · · ,ωN) be a resolution partition of Ω (see
fig. 1). A measurement setting fulfills the RG if it yields enough information to implement
an anomaly detection method that guarantees:

(a) A resolution element ωi will be marked if ωi ⊆ D.
(b) No resolution element will be marked if D = /0.

2 The measurement setup

The setting is given by current-voltage measurements on a finite number of electrodes
E1,E2, . . . ,EL. We assume that the electrodes are almost perfectly conductive so that the
electrical potential inside each electrode is constant. In addition, we assume that a contact
layer between each electrode Ei and Ω leads to a contact impedance z[i]. This setting is
mathematically modeled by the complete electrode model (CEM), cf. [4]. For this model,
the boundary condition (2) has to be replaced by

u|∂Ω + ziσ∂ν u|∂Ω =Ui = const. on Ei ∀i ∈ S := {1,2, . . . ,L}, (5)

σ∂ν u|∂Ω = 0 on ∂Ω \
⋃

i∈S

Ei, (6)

∫

Ei

σ∂ν u|∂Ω dS = Ii ∀i ∈ S, (7)

This boundary condition models the mapping of an applied current pattern (Ii)
L
i=1 ∈ RL

to the corresponding potential pattern (Ui)
L
i=1 ∈ RL

� , whereas the subscript “�” denotes the
subspace of vectors with vanishing component sum.
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For a conductivity distribution σ and contact impedances given by the components of
z ∈ RL, we define a measurement matrix

R(σ ,z) =
(

R[i, j](σ ,z)
)L−1

i, j=1
∈ RL−1×L−1, (8)

where the components R[i, j](σ ,z) are given by the measurements as in fig. 1. The matrix
R(σ ,z) is symmetric, cf. [4].

To allow for modelling and measurement errors:

(a) Background conductivity σB is approximately known by σ0 with |σB−σ0| ≤ ε .
(b) Contact impedances z are approximately known by vector z0 with ‖z− z0‖∞ ≤ γ .
(c) Noisy measurements Rδ are given with ‖R(σ ,z)−Rδ‖2 ≤ δ . Possibly replacing Rδ by

its symmetric part, we can assume that Rδ is symmetric.

EL

U = R[i, j]V

I = 1A

E1

E2

...

E j

Ei

ω1 ω2 ω3 ω4 ω5 · · ·

ωi

D

Ω

Fig. 1 Measurement setting with a sample resolution for Ω (unit square).

3 Monotonicity-based verification of resolution guarantee

Let σ0, z0, ε , γ , δ (of section 2) and σDmin of (section 1) be given. We define

σB
± := σ0± ε, (9)

z± := z0± γ(1, . . . ,1), (10)

τi(x) := σB
−χΩ\ωi(x)+σDminχωi(x) for i ∈ {1,2, . . . ,N}. (11)

Theorem 1 (Verification of resolution guarantee) The RG is possible if

N
max
i=1

min eig
(
R(τi,z+)−R(σB

+,z−)
)
<−2δ . (12)

Proof (sketch) The proof is based on the monotonicity relation

σ1 ≤ σ2, z1 ≥ z2 ⇒ R(σ1,z1)−R(σ2,z2)≥ 0. (13)
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The main idea is to consider (12) as a worst-case scenario test for the algorithm below (cf.
[2,3]).

Algorithm 1: Mark element ωi if

min eig(R(τi,zmax)−Rδ )≥−δ . (14)

ut

Remark 1 For idealized noise-free continuous boundary measurements and piecewise an-
alytic conductivity functions, the results of [1] show that monotonicity-based methods (as
algorithm 1) are able to reconstruct the exact outer shape of anomalies.

4 Numerical results

We consider the measurement setup and the resolution partition of fig. 1. Furthermore, let
σ0 ≡ 1 and z0 = (1, . . . ,1) ∈ RL be approximations of the background conductivity σB(x)
and the vector z (contact impedances), respectively. Additionally, let σDmin = 10 be a lower
bound of the inclusion conductivity.

Then, algorithm 1 fulfills (12) for a background error bound of ε = 1/4%, a contact
impedance error bound of γ = 1/4% and an absolute measurement noise level of δ = 8%.
Hence, the RG holds.

5 Conclusion

Based on monotonicity arguments, the possibility of a rigorous resolution guarantee can
be shown for a realistically modeled electrode measurement setting. Even a finite amount
of modeling and measurement errors is covered by this result. By checking a simple test
criterion, the resolution guarantee can be verified and tolerable bounds for the errors can be
calculated.
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Abstract We consider time dependent thermal fluid structure interaction.
The respective models are the compressible Navier-Stokes equations and the
nonlinear heat equation. A partitioned coupling approach via a Dirichlet-
Neumann coupling and a fixed point iteration is employed. As a refence solver
a previously developed efficient time adaptive higher order time integration
schemes is used.

To improve upon this, we explore the idea of extrapolation based on data
given from the time integration. This allow to reduce the number of fixed point
iterations significantly further with the linear version performing better than
the quadratic one.

Keywords Thermal Fluid Structure Interaction · Dirichlet-Neumann
iteration · Extrapolation · Time adaptivity

1 Introduction

Thermal interaction between fluids and structures plays an important role in
many applications. One example is quenching, an industrial heat treatment
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of metal workpieces. There, the desired material properties are achieved by
rapid local cooling, which causes solid phase changes, allowing to create graded
materials with precisely defined properties. This recently received a lot of
industrial and scientific interest [8] and thus one is interested in simulating
this.

For the solution of the coupled problem, we prefer a partitioned approach,
where different codes for the sub-problems are reused and the coupling is
done by a master program which calls interface functions of the other codes.
Our goal is to find a fast solver in this partitioned setting. One approach
would be to speed up the subsolvers, see [3] for the current situation for fluid
solvers. However, we want to approach the problem from the point of view of a
partitioned coupling method, meaning that we use the subsolvers as they are.
As a reference solver, we use the time adaptive higher order time integration
method suggested in [2]. Namely, the singly diagonally implicit Runge-Kutta
(SDIRK) method SDIRK2 is employed.

To improve upon this, one approach would be to define the tolerances in
the subsolver in a smart way and recently, progress has been made for steady
problems [4]. However, it is not immediately clear how to transfer these results
to the unsteady case. Thus, the most promising way is to reduce the number
of fixed point iterations. The idea we follow is that of extrapolation based on
knowledge about the time integration scheme [1]. Hereby, we use linear and
quadratic extrapolation of old values from the time history applied specifically
to SDIRK2.

2 Model, Discretization and Solver

In the fluid, we employ the compressible Navier-Stokes equations, discretized
using a finite volume method. In particular, the DLR TAU-Code is used [5].

In the structure, the nonlinear heat equation is employed. Thereby, to
model the steel 51CrV4, the coefficient functions for the heat conductivity and
the specific heat capacity from [7] are implemented. The PDE is discretized
using quadratic finite elements in the form of the in house code NATIVE.

For the time integration, the time adaptive SDIRK2 scheme is used, as
described in the context of a partitioned coupling solver in [2]. There, the used
has to supply a tolerance TOL for the desired error in the time integration,
which is then used to steer the time step size.

Regarding the coupling, a Dirichlet-Neumann iteration in the form of a
Gauß-Seidel process is applied. Following Giles [6], temperature is prescribed
for the fluid and the heat flux for the structure.

The Dirichlet-Neumann iteration is terminated when the norm of the in-
terface residual is smaller than TOL/5. This leads to a situation where for
engineering tolerances, only two iterations are necessary. To nevertheless im-
prove upon this, we use the technique of extrapolation in time.

At the first stage, we have the old time step size ∆tn−1 with value Θn−1

and the current time step size ∆tn with value Θn. We are looking for the value
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Fig. 1 Temperature distribution in fluid and structure at t = 0s (left) and t = 1s (right).

Θ1 at the next stage time tn + c1∆tn. Linear extrapolation results in

Θ1 = Θn + c1∆tn(Θn −Θn−1)/∆tn−1. (1)

Regarding quadratic extrapolation, it is reasonable to choose tn, tn−1 and
the intermediate temperature vector Θn−1/2 from the previous stage tn−1 +
c1∆tn−1. This results in

Θ1 = Θn−1
(c1∆tn+(1−c1)∆tn−1)c1∆tn

c1∆t2n−1

−Θn−1/2
(c1∆tn+∆tn−1)c1∆tn

c1∆t2n−1
(1−c1)

+Θn
(c1∆tn+∆tn−1)(c1∆tn+(1−c1)∆tn−1)

(1−c1)∆t2n−1

. (2)

When applying this idea at the second stage when trying to find the value
at tn, it is better to use values from the current time interval. Thus, we linearly
extrapolate Θn at tn and Θ1 at tn + c1∆t. In the quadratic case we employ
Θn, Θ1 and Θn−1. The resulting formulae are analogous to the previous ones.

3 Numerical Results

We now look at the cooling of a flanged shaft by cold high pressured air coming
out of small tubes as examined experimentally in [8]. A two dimensional cut
through the domain is considered, resulting in one half of the flanged shaft
and two tubes blowing air at it. We assume that the air leaves the tube in a
straight and uniform way at a Mach number of 1.2. Furthermore, we assume a
freestream in x-direction of Mach 0.005. The Reynolds number is Re = 2500
and the Prandtl number Pr = 0.72.

The grid consists of 279212 cells in the fluid, which is the dual grid of an
unstructured grid of quadrilaterals in the boundary layer and triangles in the
rest of the domain, and 1997 quadrilateral elements in the structure.

To obtain initial conditions, we use the following procedure: We define a
first set of initial conditions by setting the flow velocity to zero throughout
and choose the structure temperatures at the boundary points to be equal
to temperatures that have been measured by a thermographic camera. Then,
setting the y-axis on the symmetry axis of the flange, we set the temperatur at
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Table 1 Total number of iterations for 1 sec of real time for different extrapolation methods

TOL none lin. quad.

10−2 52 42 47
10−3 127 97 99
10−4 433 309 312

each horizontal slice to the temperature at the correspoding boundary point.
Finally, to determine the actual initial conditions, we compute 10−5 seconds of
real time using the coupling solver with a fixed time step size of ∆t = 10−6s.
This means, that the high pressured air is coming out of the tubes and the first
front has already hit the flanged shaft. This solution is illustrated in figure 1
(left).

Now, we compute 1 second of real time using the time adaptive algorithm
with different tolerances and an initial time step size of ∆t = 10−6s. During
the course of the computation, the time step size is increased until it is on the
order of ∆t = 0.1s, which demonstrates the advantages of the time adaptive
algorithm and reaffirms that it is this algorithm that we need to compare to.
In total, the time adaptive method needs between 22 and 130 time steps to
reach t = 1s, compared to the 106 steps the fixed time step method would
need. The solution at the final time is depicted in figure 1 (right). As can be
seen, the stream of cold air is deflected by the shaft.

We then compare the total number of iterations for the different extrapola-
tion methods. In table 1, the total number of iterations for 1 second of real time
is shown. The extrapolation methods cause a noticable decrease in the total
number of fixed point iterations, with linear extrapolation performing better
than the quadratic version. The speedup from linear extrapolation is between
20% and 30%, compared to the results obtained without extrapolation.
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Abstract We demonstrate a new grid movement strategy, exemplified with
a generic fluid-structure interaction (FSI) test case. A flat plate with a pre-
scribed rotational movement in a channel flow is investigated. The transient
turbulent flow field is calculated with a low-Re RANS model and two different
grid movement methods. Using transfinite interpolation with a grid-point dis-
tribution fitted to the stationary starting conditions as grid moving method,
leads to errors for the drag-coefficient. By employing a normalized wall distance
adaptive method, it is possible to fulfill the near-wall resolution requirements
within every time step and thereby getting more accurate results.
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1 INTRODUCTION

For many engineering problems the interaction between a moving structure
and a turbulent flow is of importance. Numerical models are used to predict
the behavior of such systems. The overall solution fidelity strongly depends on
the quality of the turbulent flow model used to calculate the forces acting on
the structure. We employ the finite volume method with an URANS (Unsteady
Reynolds Averaged Navier Stokes) modeling approach. Here the underlying
spatial discretization is decisive for efficiency and accuracy. Furthermore the
grid resolution has to fulfill validity requirements implied by the turbulence
model in the near wall regions. These are formulated in terms of a velocity
normalized wall distance y+ for the wall adjacent cells.
The need to change the grid that represents the deforming fluid domain within
a FSI Simulation, poses a conflict of aims between geometrical cell quality and
resolution requirements. Standard techniques for calculating the movement of
grid points, like spring analogy methods or interpolation methods (see, for
example [1–3]), are designed to keep the initial distribution constant relatively
to the structure. These do not address the conflict of aims explicitly and may
produce wrong flow solutions if the resolution requirements change.

2 METHOD

In this contribution we want show that it is possible to meet the near wall
resolution requirements of a RANS model in a generic test case by relocating
grid-points according to the flow situation. The idea is, since it is necessary to
solve a grid movement problem for the deforming domain anyway, one could
also incorporate solution information for a more suited fluid grid. We use the
Target-Matrix-Paradigm (TMP) introduced in [4] to formulate the grid move-
ment problem as an optimization problem. It offers the possiblity to express
different aspects of cell quality within a uniform principle. Here, quality is
defined as a deviation from an optimal cell. In the near wall region we define
the optimal cells as rectangular and scaled in wall normal direction according
to the y+ requirements. In the rest of the field optimal cells are chosen to be
just rectangular with an arbitrary size.
For the parallelization overlapping domain decomposition is used to divide the
grid movement problem into independent subproblems. The same decomposi-
tion as for the fluid solver can be used. An iteration process using averaged
displacements on the interfaces between adjacent subdomains solves the prob-
lem for the whole domain.

3 RESULTS AND DISCUSSION

3.1 Description of the test case

As test case we employ a two-dimensional channel flow with a length of 2 m
and a height of 0.45 m. In it’s center a flat plate with a length of 0.12 m and a
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height of 0.006 m and rounded edges, which inclines with a constant angular
velocity of 175 s−1, serves as obstacle. At the inflow a parabolic profile was
chosen to avoid high gradients triggering the refine mechanism at the edges.
The Reynolds number based on the channel height and center inflow velocity
umax = 4 m/s equals Re = 2.21 · 105.
The intial grid shown in figure 1 is an O-Grid type mesh consisting of 74880
cells. The treatment of turbulence in wall proximity is based on the first control
volume being located in the viscous sub-layer. Thus y+ should not exceed 5.
The initial grid has been chosen accordingly as visible from Figure 2d.

Fig. 1: Starting grid

3.2 Evaluation and Discussion

In order to demonstrate that the near wall resolution can be controlled, Figure
2 contains plots of y+ on the plate’s top wall for an interpolation method and
the adaptive method at different simulation times. The reference method does
not change the near wall resolution. So in consequence of the accelerated flow
towards the trailing edge the y+ values surpass the model limit of 5. For the
y+ adaptive method we can not observe a raising tendency.
It has to be mentioned that the exceeding y+ values could be avoided by
choosing a finer initial mesh. But such a trial and error strategy might not be
feasible for more complex FSI scenarios.

4 CONCLUSION

We have presented a turbulent test case with prescribed structural motion for
which we applied a y+ adaptive and a non-solution-adaptive grid movement
strategy. The conducted numerical experiments showed, that it is important
to control the grid resolution for simulations with changing flow conditions as
occurring for FSI scenarios. The grid moving strategy outlined in this work in
principle is not restricted to just limiting y+. Other solution dependent criteria
are possible as for example velocity gradients aiming to reduce discretization
errors.
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(a) Flow field at t = 0 ms (b) Flow field at t = 7 ms (c) Flow field at t = 25 ms
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(d) y+ at t = 0 ms
for reference grid movement
method
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(e) y+ at t = 7 ms
for reference grid movement
method
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(f) y+ at t = 25 ms
for reference grid movement
method
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(g) y+ at t = 0 ms for adap-
tive grid movement
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(h) y+ at t = 7 ms for adap-
tive grid movement
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(i) y+ at t = 25 ms for
adaptive grid movement

Fig. 2: Comparison of y+ values on the purple marked lines in a,b,c for different simulation
times between the reference grid movement method (d-e) and the y+ adaptive method (g-i)
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Applications · Edge-On-Impact (EOI) Experiment.

We present the simulation of wave propagation and impact damage in
brittle materials, e.g. ALON or fused silcia.

For the visualization of impact damage in ceramics the Ernst-Mach-Institute
(EMI) developed the Edge-On Impact (EOI) technique [1]. In this experiment
a steel projectile impacts a ceramic plate and the growth of the primary crack
is observed with a high-speed camera. The results from the EOI experiment are
shadow graphs (figure 1(a)) of the evolving wave and the wave front velocity.

To simulate the evolving of the wave the Peridynamic technique [4], an
alternative non local theory in solid mechanics is used. This theory formulates
the problem with integral equations instead of partial differential equations.
This allows discontinuities in the displacement fields and the branching of
cracks is directly possible. Figure 1(b) shows the first simulation results with
an simple material model of the wave velocity at t=8.7µs. With the first sim-
ulation the extracted wave front velocity converge to an numerical value of
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(a) Shadow graph of the ALON specimen
at t=8.7µs. Image taken from [3].

(b) The velocity of the evolving wave at t=8.7µs.

Fig. 1 Shadow graph of the evolving wave of the EOI experiment and the velocity of the
evolving wave at t=8.7µs.

the front wave velocity. The numerical value differs by 10% to 20% from the
measured wave front velocity in the experiments.

We implemented two extensions for the Peridynamic technique to improve
the convergence of the wave front velocity to the measured wave front velocity
of the EOI experiment. The first extensions is to use the normalized bond-
based Peridynamics model for the energy density WPD. With this model the
deficit of the Energize is reduced compared to the density. The second ex-
tension is to replace the contact potential between particles with an hertzian
potential.

With these extensions we hope to improve the convergence of the numerical
value of the wave front velocity.
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Abstract In this paper, we present an efficient way to visualize Super Car-
bon Nanotubes (SCNTs). SCNTs are complex, hierarchical structures and
their models easily consist of more than 1 million atoms. Our SCNTs are
modeled as graphs of uniform nodes and egdes. We show that OpenGL in-
stancing is a very suitable technique for rendering such large graphs, because
they only consist of two different types of geometry. Our visualizer software
exploits this property and we demonstrate that it allows to render the tubes
in a fashion that is time- and space-effective. We implemented auto-tuning of
the model to the underlying graphics card through adaptive mesh-resolution-
choices. We also designed and implemented our own shading programs in the
OpenGL Shading Language (GLSL) to realize a sufficient but performant and
configurable lighting computation. This allows us to render big models even
on laptop GPUs and to cope with models that consist of 150 million triangles,
which is still a challenging amount for most of today’s graphics cards.

1 Introduction to Super Carbon Nanotubes and OpenGL
Instancing

Carbon Nanotubes (CNTs) are an interesting field of research, because they
can be used in a lot of applications. New synthesis approaches allow the com-
position of tubes with Y-shaped junctions to structures that possess again the
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shape of a tube. The resulting tubes are called Super Carbon Nanotubes (SC-
NTs) ([SW13]). This process can be repeated an arbitrary number of times.
Figure 1 shows a CNT. A Y-shaped junction to construct tubes of level 1 is
depicted in figure 2.

Fig. 1 SCNT of level 0 Fig. 2 Junction as basic building block of
a SCNT of level 1.

The shape is defined by a quadruple of values (D0, L0, DX , LX) which
determines the following properties:

– D0: Diameter of the resulting SCNT, L0: Length of the resulting SCNT
– DX : Thickness of the Y-junction arms, LX : Length of the junction arms

Each valid combination of these parameters, together with the tube level,
results in a unique tube. Even for small CNTs this procedure leads very fast
to structures with high atom-count. This makes it challenging to cope with
such a high amount of data and to render these structures.

Our visualization tool uses OpenGL and instancing [SSKLK13, p. 128 -
139]. This allows to draw several elements with the same geometry with slight
differences. The technique makes it possible to reduce the OpenGL API-calls
by only using one instanced draw-call for n instances of an object. This dras-
tically reduces the CPU load, as the host only needs to pass the mesh itself
and additional information like the position of the models, their material, etc.

2 Features of our tool

Our program is able to zoom into and to arbitrarily rotate the scene. It can
interactively visualize the constructed tubes within the main program by ex-
ploiting the graph properties that are suitable for instancing. Compared to
a data export to a general purpose visualization tool, this saves time and
memory.

2.1 Auto-performance-tuning by adaptive meshes

The graph is rendered in a two step approach. First, the connections between
the nodes are drawn as GL LINES, a primitive within OpenGL. GL LINES are
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determined by their end points and the graphics driver and card are responsible
for rasterizing the line. The second step adds the atoms. These are represented
as spheres, modeled by a triangle-mesh. To be able to run on different systems,
the visualizer adapts the resolution of the triangle meshes, depending on the
graphics card it is executing on. This change is transparent to the user. Our
visualizer monitors the frame rate and automatically reduces the details if it is
too slow for a predefined time interval. The current version includes five levels
of detail for the spheres, plus a sixth level that draws no spheres at all.

Example screenshots for this procedure are shown in figure 3 and figure 4.
Figure 3 shows a scene with the highest resolution, e.g. level 5, while figure 4
represents the same scene with detail-level 1.

Fig. 3 Full detail Fig. 4 Reduced detail

The visualizer is configured to target about 12 frames per second (fps).
From experiments we noticed that this rate is sufficient for practical use.

2.2 GLSL shading programs

The model-transformations are applied within our GLSL-vertex-shader pro-
grams by the GPU. This moves work load from the CPU to the graphics card.

Lighting is also done by our shading programs. We developed two different
shaders for the two distinct components of the model. The one for spheres is
based on Phong-shading-model. The lines are drawn in a predefined color.

3 Test Systems and Results

The tests show that our visualization software is able to render all structures
that are of relevance for us. For the measurements we used a desktop system
equipped with an Intel Xeon 1230v2 processor, 16 GB of DDR3 RAM and a
AMD R280x graphics card. For comparison, a laptop with an Intel i7-3520M,
integrated HD4000 graphics and 8 GB of DDR3 main memory is employed.

The visualizer is able to render a (16, 16, 1, 2) tube of level 2 on a R280x
with 24 fps with detail level 1 and still 11 fps with detail level 2. The HD4000
is able to reach a frame rate > 12 when falling back to detail-level 0. In that
case the scene is rendered with about 20 fps. This scene consists of 50 million
triangles for the spheres in detail level 1. This value rises to about 150 million
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triangles for the detail level 2. This tube is also one of the most complex
structures that our software package for constructing SCNTs can cope with
at the moment. Table 1 summarizes the results for two smaller tubes.

level 2 (6, 6, 1, 3) tube, 1179648 atoms
L5 L4 L3 L2 L1 L0

R280x 1.99 5.61 14.97 27.07 63.76 284.35
HD4000 0.45 1.33 3.51 5.62 11.19 23.04

level 1 (10, 8, 1, 11) tube, 81920 atoms
L5 L4 L3 L2 L1 L0

R280x 28.57 80.21 211.53 380.66 868.03 3336.66
HD4000 6.48 18.15 45.01 66.13 113.38 177.91

Table 1 Summary of the achieved frames per second for a two different tubes.

As can be seen in table 1, the R280x allows the use of detail-level 3 for the
level 2 (6, 6, 1, 3) tube case. For HD4000, the visualizer chooses level 1. It can
be noticed that the scaling between the distinct level of details of the R280x
is much better than the one of the HD4000. This can be explained with the
performance for rasterizing lines. Considering the change from level 1 to 0,
the rendering speed of the R280x increases by the factor of 3 when completely
disabling sphere-rendering, the frame rate of the HD4000 only doubles.

Another test is the (10, 8, 1, 11) level 1 tube. As figure 5 shows, it has the
property that some parts of it are very dense (the

”
dark lines“), while the

others contain no atoms (the rest). Figure 6 depicts such a
”
dark line“ in

detail.

Fig. 5 Level 1 tube with longer
arms at the junctions

Fig. 6 Single line within the tube

The R280x has no problems in visualizing the tube at all. The fact of higher
line-rendering speed of the R280x is confirmed. While the performance when
neglecting spheres triples for the R280x, the HD4000 increases by a factor of
1.57. The overlaying lines in the dense parts seem to be the reason.
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Abstract Recently, FFT-based methods to solve the equations of elasticity
in homogenization have become quite popular. The voxel-based methods are
parallelizable, fast and can handle a very large number of degrees of freedom
with ease. However, regular voxel grids cannot resolve interfaces exactly.

In this paper we identify a class of mixing rules for interface voxels to
cure this deficiency. Adding mixing rules is inexpensive in terms of computa-
tional time and increases the accuracy of the calculated effective properties
significantly, as will be demonstrated by several numerical examples.

1 Introduction

In the last years, when solving the equations of static elasticity, the FFT-based
method proposed by Moulinec and Suquet in 1998 [1, 2] has attracted much
attention.

Given a stiffness tensor C and a constant tensor C0 of fourth order, the
differential equation is reformulated as Lippmann-Schwinger equation

ε = E − Γ 0 ∗
(
(C − C0) : ε

)
.
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1: ε← E
2: repeat
3: ε← MSiterate(ε,C,C0,E)
4: until Convergence
5: return ε

MSiterate(ε,C,C0,E)

1: ε← C : ε− C0 : ε
2: ε← FFT(ε)

3: ε← −Γ̂ 0 : ε, ε(0) = E
4: ε← FFT−1(ε)
5: return ε

a)

n

b)

Fig. 1 a) basic scheme, b) red: interface with normal n, hatched: interface voxels

The second order tensor E is the prescribed macroscopic strain and Γ 0 is
Green’s operator, easily described by its Fourier coefficients. The operation ∗
is the convolution. Then, one usually is interested in the effective matrix, a
fourth order tensor given by CeffE = |Ω|−1 ∫

Ω
C : ε dx and Ω the domain.

The Lippmann-Schwinger equation is solved by the so called basic scheme
in Fig. 1 a). As the required operations in real space and Fourier space are
voxel-wise operations, this algorithm allows for easy parallelization. With a
parallel implementation of the FFT [3], it is scalable and can perform on very
large geometries with ease. While being very fast and memory efficient, the
scheme cannot resolve the material interfaces correctly.

This paper will present a method to use additional information in interface
voxels to greatly increase the quality of the effective matrix for reasonable
computational costs. As the proposed operations are again applied voxel-wise,
the algorithm stays fully parallelizable.

2 Mixing formulas

To incorporate information about the interface voxels, we introduce the con-
cept of mixing formulas. Given an interface voxel V ⊂ Tn (see Fig. 1 b)), one
sets its new stiffness to be a mixture of the material laws around the interface.

As information to use, we take the volume fractions of the materials in the
interface voxel and a normal on the linearized interface. One way to obtain
these is to use the exact values of voxels in computer tomography images for
the volumes and image processing techniques to determine the interface. When
downsampling a higher-resolution image, the normal can be easily obtained
by stable estimators [4]. This can be done in advance for each geometry and
is cheap in comparison to the actual calculation.

First, taking only volume fractions into account, we introduce the Voigt
mixing formula |V |−1 ∫

V
C dx and the Reuss mixing formula (|V |−1 ∫

V
C−1 dx)−1.

Using additionally the normal on the interface, we can use rotated laminates.
There, we use as new stiffness the effective matrix of a laminate consisting
of the materials in the interface voxel with their respective volume fractions.
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Fig. 2 Example geometries: a) Hashin structure, b) fiber structure, c) polycrystal

The direction of lamination is given by the normal on the linearized interface.
Formulas for this can be found in [5].

One can show that after introducing mixing formulas, the effective matrix
still converges to the correct solution. If the composite itself is a laminate, one
can even show that rotated laminates cancel the voxelization error entirely. The
calculation of these mixing rules can be done while evaluating the stiffness in
the voxels during the iterations of the algorithm. This allows for non-constant
material laws and has a small effect on the computing time.

3 Numerical results

To compare the mixing formulas numerically, we consider three examples.
First, we investigate the two-dimensional Hashin structure, cf. [5], that is
shown in Fig. 2 a). For this structure the effective matrix is given analyti-
cally. Further, we take a look at a more realistic two-layered fiber structure,
cf. Fig. 2 b), and the polycrystalline structure in Fig. 2 c).

For the Hashin structure we fix the elastic properties in the core and vary
the stiffness in the coating, cf. Fig. 3. One sees, that depending on contrast one
gains almost one order of magnitude in accuracy when computing the effective
properties using mixing rules.

In the case of the fiber structure, we fix the stiffness to 1 MPa in the
matrix material and 50 MPa in the fibers and vary the resolution, see Fig. 4 a).
As soon as the resolution gets high enough for the interface in the respective
voxels to be sufficiently linear, the rotated laminates exceed the other methods
in accuracy.

Taking a look at the polycrystalline structure consisting of transverse
isotropic magnesium in Fig. 4 b), once again mixing rules have a tremendous
effect on the error.

4 Summary

We have seen that using additional information in the interface voxels, one
can reduce the error caused by voxelization. Especially, the rotated laminates
perform very well for higher resolutions. Further, the above concepts can be
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Fig. 4 Error of the effective matrix for a) the fiber structure and b) a polycrystal with
varying resolution

extended to the equations of thermoelasticity and the steady-state heat equa-
tion with similar effects.
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Abstract Mathematical models have become more and more important in
many applications from medicine and biology. Quite often the resulting system
of equations is complex, highly nonlinear and cannot be solved analytically.
Thus stable and robust numerical simulation methods play an important role
in understanding phenomena like the regulatory mechanisms of the heart [6,
3] or the balancing of metabolic supply and demand in the Cerebral Blood
Flow (CBF) [7–9]. By these non invasive techniques, physiological processes
in the human body can be examined and understood with less effort and less
danger for a patient. As a consequence scientists can get more insight into
the inherent mechanisms and improve their diagnosis techniques. Moreover
quantitative prediction of the distribution of a chemical compound in living
tissues, which provide important contributions to the development of new
medical products [1,11], will be possible by the help of numerical simulation.

Our aim is to give a reliable prediction of the distribution of certain chemi-
cals like oxygen, carbon dioxide or lactate during the transport in blood vessels
and human tissue. Furthermore the impact on organs suffering from a reduced
supply of oxygen due to a stenosis can be predicted by the help of computional
methods. A well known problem in this field is, e.g., to estimate the risk of
ischemia caused by a carotid stenosis [4]. So both the pressure of blood flow
and the concentration of these chemicals in the vessels and tissue must be
computed at the same time. Therefore the development of mathematical mod-
els for pressure and velocity propagation together with mass transport are of
vital interest.

Since blood flow within the network is fast compared to the flow within the
tissue, we apply a domain decomposition in such a way that we separate the
vessel network and the porous tissue and assign different models to them [1].
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Blood flow and transport processes within the porous medium are governed
by Darcy’s equation and a convection diffusion equation in 3D.

To model the network flow and transport, 1D reduced models and 0D
lumped parameter models are used, which are given by transport equation sys-
tems or ODE-systems, respectively [1,13,10,4,19]. Quite often three–dimensional
(3D) models for blood flow, based on the (3D) incompressible Navier–Stokes
equations are too expensive in order to simulate the blood flow through a large
network. The reduced one–dimensional models presented in [1,13,10] are de-
rived from the Navier–Stokes equations, having the section area A and the
mass flux Q as primary variables [14,15]. Providing a computional complexity
that is several orders of magnitude lower than that of multidimensional mod-
els, these simplified models give a good description of the pressure and velocity
propagation in blood vessels and allow the simulation of the whole circulatory
system [10]. Similar to the Navier–Stokes equations the convection-diffusion
equation which models the mass transport can be simplified to a single trans-
port equation having the averaged concentration Γ as a primary variable [1].

By means of this model, which has A, Q and Γ as primary variables, we
are able to take into account at the same time blood flow and the transport
of chemicals (oxygen, carbon dioxide, lactate, etc.) in blood. Up to now this
model was only applied to a single artery. In this talk, we focus on the mod-
elling of mass transport at a bifurcation in this paper. To do so we use a
domain decomposition approach. The branching vessel is split up into three
single vessels. On each vessel, we solve a hyperbolic PDE system. The global
solution is computed by coupling these PDE systems by an algebraic system
of nine unknowns. For the variables A and Q, we use the already existing
equations proposed in [16,10]. The three remaining equations for the averaged
concentration Γ are added in such a way that the number of particles which
are transported through the bifurcation by the fluid is conserved.

In order to solve the PDE systems numerically, the authors of [1,16,10]
used standard finite difference schemes, the Taylor-Galerkin method [12] or
unstablized discontinuous Galerkin methods in order to solve the nonlinear
transport problem. However these methods deliver only good approximations
when the solution of the transport problem is sufficiently smooth. It turns
out that these methods produce spurious oscillations in the vicinity of steep
gradients or discontinuities or suffer from dissipation and dispersion [5]. In our
application, the mass concentration might exhibit large gradients or disconti-
nuities. On simulating the transport of oxygen in blood during one heart cycle,
it can be observed that the oxygen concentration has steep gradients.

Because of such reasons we are interested in numerical schemes that pro-
vide approximations of transport problems with high accuracy on the one
hand and without non physical oscillations in the vicinity of steep gradients or
discontinuities on the other hand. To do so, we use a stabilized discontinuous
Galerkin method originally introduced for a linear transport problem [18,17]
and generalize it to our nonlinear system.

However, the coupling conditions between the porous medium and the
reduced models are not standard, since they involve the computation of average
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values and the usage of Delta measures [21]. The basic coupling concepts
between 1D and 3D models are introduced by taking the example of stationary
diffusion-reaction models, before we derive in the next step a model for the
dynamics of network flow and transport processes within a porous medium.
The diffusion-reaction models are given by elliptic PDE systems, where the
single equations depend on each other by some exchange terms. Such types
of systems are much simpler to analyze than the time dependent systems
coupling 1D transport equations and dynamic 3D models. By this mean, one
can obtain a better insight into the mathematical and numerical difficulties
associated with coupled 1D-3D systems [20] [1][Chapter 6].

References

1. C. D’Angelo, Multi scale modelling of metabolism and transport phenomena in living
tissues, PhD–Thesis, EPFL, Lausanne, 2007

2. S. Canic and E.H. Kim, Mathematical analysis of quasi linear effects in a hyperbolic
model blood flow through compliant axi-symmetric vessels, Math. Meth. Appl. Sci., 26,
1161-1186, 2003

3. G.M. Saidel and J.A. DiBella and M.E. Cabrera. In Z.M. Arnez et al., editor, Simulations
in Biomedicine, WIT Press, 100-110, 2003
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Abstract Online estimating the state of dynamic dis-
persion processes is very important for disaster response

in a number of critical applications. The estimates can
be improved by the use of mobile sensor platforms which
must be provided with situation-dependent trajectories.

An adaptive observation strategy is presented which is
based on a partial differential equation model of the
process and a model-predictive control approach for

multiple cooperating mobile sensors.

Keywords Environmental monitoring · Adaptive
observation · State estimation · PDE model · Mobile
sensors · Cooperative control

1 Introduction

The dispersion of hazardous material in the atmosphere
highly affects health and well-being of nature and hu-
mankind. It is essential to repeatedly estimate the state

of the dispersion process to be aware of current condi-
tions and to be able to predict future impacts. In order
to achieve this, the use of a process model is combined

with measurements obtained from a network of sensors.
The measurements are integrated into the model by the
use of a data assimilation scheme so that the best possi-
ble estimate can be obtained. In this context, the use of

multiple mobile sensor platforms is increasingly consid-
ered as they can dynamically adapt to new situations
and can be guided to positions where the most amount

of information can be found. Hence, the platforms must
be provided with situation-dependent trajectories lead-
ing to the so-called concept of Adaptive Observation.

1Graduate School CE, TU Darmstadt, Germany
2Department of Computer Science, TU Darmstadt, Germany
3Department of Mathematics, TU Darmstadt, Germany
∗Speaker, E-mail: ritter@gsc.tu-darmstadt.de

A number of adaptive observation strategies exist in lit-
erature, for example the works of Stranders et al (2009)

and Simic and Sastry (2003). For the underlying pro-
cess, both strategies use very simple models which can
provide results in a very short time. However, as im-

portant characteristics of the process dynamics are not
considered, only inaccurate approximations of the real
process are possible. Using a partial differential equa-

tion (PDE) model, more accurate forecasts can be ob-
tained since the physics and the dynamic behavior of
the dispersion process are considered.
Adaptive observation strategies based on PDE mod-

els are commonly used in large-scale systems, e.g. for
numerical weather prediction. In this field, a number
of different approaches have been applied (Buizza and

Montani, 1999; Daescu and Navon, 2003). Due to the
huge system dimensions, though, vehicle dynamics are
not considered in these applications.
Only a few publications focus on adaptive observation

strategies combining both PDE models and vehicle dy-
namics. While Ucinski (2004) and Song et al (2007)
work on parameter estimation, Zhang et al (2011) con-

sider state estimation problems in conjunction with data
assimilation. All these approaches involve solving a so-
phisticated optimal control problem subject to the pro-

cess model, the covariance evolution, and the vehicle
dynamics. Solving such complex problems is hard and
time-consuming, especially regarding the real-time re-
quirements of the application. Demetriou and Ucinski

(2011) try to circumvent the optimal control problem
and propose a Lyapunov-based sensor guidance scheme
that can be applied in real-time. The resulting sensor

motion allows for collision avoidance and connectivity
constraints, but cannot be considered optimal with re-
spect to vehicle cooperation.
In previous work (Ritter et al, 2014), we proposed a new
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adaptive observation strategy that combines the accu-
racy of PDE-based process models with the potential
of a team of optimally cooperating mobile sensors for
online state estimation of a dispersion process. A signifi-

cant gain of computational efficiency compared to solv-
ing a complex optimal control problem was obtained
since state estimation and vehicle control are consid-

ered separate problems that are linked in a repeating
sequential procedure. In that approach, it was consid-
ered that measurements of the process are expensive

and sophisticated so that they are only performed when
the sensor vehicles have reached a target point. The
present work refines this approach, especially focusing
on systems providing cost-efficient measurements. This

enables more frequent measurements and results in a
gain of accuracy of the state estimates.

2 Model and State Estimation

2.1 Process Model

The approach presented in this work is aimed to esti-
mate the state of a dynamic transport process that can
be described by a PDE of the form

∂χ

∂t
= f(χ(t),∇χ(t), ∆χ(t),w(t),∇w(t)), (1)

where χ represents the dispersing entity to be estimated
and w the underlying velocity field. With the aid of a
spatial discretization scheme, the solution of the PDE

can be represented by the state vector χ, which contains
values of χ at certain, discrete spatial positions. Apply-
ing a suitable time integration scheme, the state vector
at time ti+1 can be calculated from a model forecast

(superscript (·)f ) of the state vector at time ti accord-
ing to

χf
i+1 = Mi[χ

f
i ] (2)

with the model operator Mi. It is assumed that com-
pared to the true process state, a Gaussian and unbi-
ased model error with known error covariance is made,

introducing uncertainty into the calculations.

2.2 Observation Model and Data Assimilation

To alleviate uncertainty stemming from the model, the
process is also measured by a network of sensors. At
every time step ti, all sensors take a measurement. The

observation vector ψo
i is described by the relation

ψo
i = Hi[χ

t
i ] + εi, (3)

where χt
i is the true state and εi represents the obser-

vation error, which is also assumed to be unbiased and
Gaussian with known covariance. The observation op-
erator Hi maps vectors from the state space onto the

observation space and depends on the positions the sen-
sors take their measurements at.
To combine results obtained from simulation and from

observations, a data assimilation method has to be ap-
plied. Then, the updated or analysis state vector χa

i

results from the combination of the forecasted state vec-

tor with a weighted innovation due to the observation

χa
i = χf

i + Ki(ψ
o
i −Hi[χ

f
i ]). (4)

Moreover, an analysis error covariance matrix Pa
i is

calculated describing the quality of the analysis state

vector. In this work, the Ensemble Transform Kalman
Filter (ETKF) (Bishop, 2001) is chosen as data as-
similation scheme as it is especially suitable for high-

dimensional problems. Furthermore, it is able to cal-
culate the analysis error covariance matrix before the
actual measurements are taken.

3 Cooperative Vehicle Control

The cooperative feedback control approach is able to
guide multiple vehicles to a number of specified tar-
get locations that may change dynamically over time.

Collision-free vehicle trajectories as well as optimal tar-
get allocation are simultaneously determined respecting
the vehicles’ physical characteristics. For this purpose,
a discrete-time linear Mixed Logical Dynamical (MLD)

formulation of the considered multi-vehicle system is
set up (Bemporad and Morari, 1999; Kuhn et al, 2011),
which has the following form:

min
UN

|FxN |+
N−1∑

k=0

|G1u
k|+|G2δδδ

k|+|G3z
k|+|G4x

k|

(5a)

s.t. xk+1 = Axk + B1u
k + B2δδδ

k + B3z
k (5b)

E2δδδ
k + E3z

k ≤ E1u
k + E4x

k + E5 . (5c)

In this problem formulation, x ∈ Rnc , is the system
state and comprises the state of the vehicles and of

the target points, u =∈ Rmc , is the control input, and
δδδ ∈ {0, 1}rb and z ∈ Rrc represent auxiliary binary and
continuous vectors, respectively. The prediction time

step k = 0, . . . , N−1 relates to the global equidistant
time steps ti ∈ N according to xk = x(ti+k). As solu-
tion of problem (5), the sequence UN := {uk}N−1

k=0 of
control inputs is obtained.

The objective function (5a) contains terms representing
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the linearly approximated distances of the vehicles to
the target points (continuous part z) as well as the oc-
cupation of these positions (binary part δδδ). In addition,
the vehicles are to move at a minimum control effort.

The objective function has to be minimized subject to
the linearized vehicle dynamics (5b), the movement of
the target points (5b), the allocation of measurement

points (5c) and restrictions due to collision avoidance
(5c).
The problem is solved repeatedly in a receding horizon

fashion to compute a sequence UN of optimal control
inputs for each vehicle. The first element of UN is ap-
plied to the real system, then its new state is measured
for computing updated control inputs at the next time

step ti+1. In this manner, the prediction horizon N is
shifted over time.
Problem (5) is a mixed-integer linear Constrained Fi-

nite Time Optimal Control (CFTOC) problem. It can
easily be transformed into a Mixed Integer Linear Pro-
gram (MILP) at each time step of the model predictive
control (MPC) procedure. Therefore, a numerically ro-

bust and efficient computation of control inputs can be
performed.

4 Adaptive Observation Strategy

While the ETKF can provide several measures of cur-
rent uncertainty and of future measurements’ impact

on estimate quality, the controller requires discrete tar-
get points to guide the sensor vehicles to. To obtain an
efficient optimization-based adaptive observation strat-

egy, the loop has to be closed by introducing a method
to generate the target points with the aid of the ETKF.
The error covariance matrix provided by the ETKF is
a suitable measure of the quality of a state estimate.

Large entries indicate high uncertainties and, thus, high
deviations between true state and estimate. The objec-
tive is to iteratively improve the state estimate of the

considered dispersion process, i.e. to reduce the entries
in the covariance matrix. This can be achieved by tak-
ing measurements at positions where the uncertainty

in the estimate is largest and the most valuable infor-
mation can be obtained. As these positions are likely to
change due to the dynamic process behavior and the in-
corporation of gathered data, the vehicles’ target points

have to be updated from time to time.
In order to determine the target points, the current
error covariance matrix Pa

i is calculated applying the

ETKF. As the covariance matrix should be reduced, the
location that belongs to the maximum value of the di-
agonal is chosen as the first measurement location. Fur-
ther target points are calculated iteratively in the same

manner, but considering the analysis error covariance

matrix P̃a
i . The latter is calculated by the ETKF pre-

tending that observations are available at all previously
calculated target points, i.e. the observation matrix H̃k

i

has to be determined in every iteration k. Hereby, clus-

terization of target points in regions with high uncer-
tainty is avoided. The procedure is repeated until the
number of target points corresponds to the number of
sensor vehicles.

The sensors are supposed to take measurements at ev-
ery time step. Although the new observation informa-
tion is used for an update of the state estimate and the

error covariance changes, the target points are not recal-
culated at every time step to prevent the sensors from
jumping from one target direction to another. Instead,
a recalculation of all destinations is only performed if

one of them has been reached by a sensor. It is likely
that at that time, the other sensors have not reached
their targets, yet. However, the benefit of a measure-

ment close to the optimal location and an earlier up-
date of all observation targets is greater than waiting
for them to arrive at a possibly outdated destination.

As long as none of the target points has been reached,
their locations are moved with wind velocity to account
for the advection of the underlying process.

5 Results

A simple two-dimensional test case is set up to evalu-
ate the proposed approach. The entity to be estimated

is the distribution of gas concentration whose disper-
sion is assumed to be governed by the source-free lin-
ear advection-diffusion equation with constant diffusion

coefficient and uniform wind velocity. This PDE is dis-
cretized by the help of the finite element method so that
formulation (2) is obtained.

A so-called twin experiment is performed to provide the
observations considered in this test case. This means
that both the estimated state and the true state are
computed and forecasted in time. The observations are

then obtained by perturbing the true state according
to the observation error. Estimated and true solution
differ in their initial condition: While a Gaussian pulse

initializes the estimated solution, a composition of three
pulses with perturbed parameters corresponds to the
initial true state.
Three sensor vehicles each modeled as a point mass are

employed to demonstrate the proposed approach. To be
able to compare the results and the performance, four
adaptive observation strategies are tested: First, the

strategy presented in this work with frequent measure-
ments and the variant proposed by Ritter et al (2014)
with sporadic measurements are applied. Moreover, an-

other scheme with three mobile sensors also taking mea-
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Fig. 1 Comparison of the mean estimation error over time
for four different sensor movement strategies.

surements at every time step but with random motion is
investigated and finally, an approach with 16 frequently
measuring static sensors is applied.
In order to achieve representative results, the test case

is run 50 times, each time with a different randomly
chosen initial true state. As the true state is known,
the estimation error can be easily obtained from the

deviation of the estimated state from the true state.
Taking the mean of the estimation error over all test
cases, then results in the mean error.
The evolution of the mean error over time for the dif-

ferent observation strategies is shown in Figure 1. At
t = 240 the error obtained with the proposed strat-
egy is 3.4 times less than the error obtained with the

randomly moving scheme and 2.2 times less than the es-
timation error of the static sensor network which takes
three times more measurements. Even the strategy with

only a few measurements performs better than the two
simple methods. However, measuring more frequently
provides the best results as it could be expected before.
An additional error reduction of 30% is obtained.

6 Conclusion

An extension of the adaptive observation approach pre-

sented by Ritter et al (2014) was presented. While the
strategy still employs a PDE-based process model, adap-
tive generation of observation points using the ETKF

and optimal cooperation among multiple mobile sen-
sors provided by an MLD-based model-predictive con-
troller, the sensor vehicles now do not have to postpone
measurements to times when target points are reached.

Instead, measurements can be performed at every time
step so that process estimates become more accurate.
This is especially useful for scenarios, in which mea-

surements can be obtained cheap, fast and simple.
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Abstract In the design of reinforced concrete (RC) members, the design using
the materials with the minimum cost cannot be found by using conventional
methods since reinforced concrete is a composite of two different materials
(concrete and steel reinforcement bars) with different mechanic behaviours
and different costs. In this paper, two different metaheuristic based methods
have been presented for optimum design of singly or doubly reinforced beams
under flexural moments. The metaheuristic algorithms employed in the present
study are harmony search algorithm and bat algorithm. Both methods were
tested for several flexural moments. The proposed methods are effective to
find optimum design with minimum cost.

Keywords Reinforced concrete beams · Optimization · Bat algorithm ·
Harmony search · Metaheuristic

1 Introduction

By using optimization methods, it is possible to find the best set of design
variables in order to minimize or maximize an objective function. In the de-
sign of reinforcement concrete (RC) members, optimization is an important
factor. The experience of the design engineers plays a great role in the best
design with minimum cost. In the design of RC structures, the required rein-
forcements are found with respect to an assumed cross-section of RC member.
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Also, the required reinforcement area cannot be exactly provided by steel bars
with constant sizes found in local markets. Concrete and steel are very dif-
ferent materials in mechanical behaviour and cost. Additionally, the cost of
the materials may vary according to the location of the construction yard be-
cause of factors related with transportation. For that reason, the cost ratio of
concrete and steel may also change by the location. Another factor in design
of RC beams is to use a singly reinforcement design or doubly reinforcement
design. Reinforcements in compressive section must be used if the yielding
starts in compressive section (brittle fracture). The dimension of cross section
is effective on doubly reinforcement design. Numerical search algorithms are
effective on optimization of RC members in order to consider these factors.
Metaheuristic based methods have been developed for optimization of several
RC members [1–5].

In this paper, two metaheuristic based optimization methods are devel-
oped for design of RC beam under flexural moment. The optimum design
considers cross-section design and reinforcement design including the select-
ing of number and size of reinforcements. The objective of optimization is to
find the best design with the minimum material cost. The design procedures
and constraints given in ACI 318- Building Code Requirements for Structural
Concrete [6] are considered during the optimization process and the procedure
checks the best of singly or doubly reinforcement design. Harmony search and
bat algorithms are employed in the paper and optimum results are obtained
for flexural moment values between 50 kNm and 500 kNm for selected solution
ranges of design variables and design constants.

2 Methodology

Metaheuristic methods are the algorithms which are inspired by natural phe-
nomena and employed for optimization of problems. Several processes in life
have been imitated in developed of metaheuristic algorithms [7]. Harmony
Search (HS) is a music inspired metaheuristic algorithm developed by Geem
et al. [8]. It imitates the musical performances in which a musician searches
the best harmony for audiences by playing random notes similar to the popu-
lar notes and memory of the musician. The bat algorithm (BA) developed by
Yang [9] was developed by idealizing the echolocation behaviour of bats. Bats
randomly fly with a velocity from a position with a fixed frequency varying
wavelengths and loudness. The both method use a randomization procedure
of generating a solution matrix containing randomly assigned design variables.
Then, the solution matrix is iteratively modified by using the rules of the al-
gorithms. In HS approach, a new solution vector is generated according to
existing ones or whole solution range. The vector with the worst solution is
eliminated from the solution matrix in all iterations. In BA, all vectors of
the solution matrix is modified according to the velocity value used in BA or
randomization from the whole solution range.
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Fig. 1 Design variables

3 Numerical Examples

The optimum design was investigated for flexural moments between 50 kNm
and 500 kNm. The optimized design variables (shown in Fig. 1) are breadth
(bw), height (h), number (n1-n4) and size (φ1- φ4) of the reinforcements in
two lines of compressive and tensile sections. The clear cover of reinforcement,
maximum size of aggregate diameter, specified compressive strength of con-
crete, specified yield strength of reinforcement, diameter of stirrup, the cost of
the concrete and reinforcement bars were taken as 35 mm, 16 mm, 20 MPa, 420
MPa, 10 mm, 40$/m3 and 400$/ton, respectively. The diameter range of the
main reinforcement bars is 10-30 mm, the range of the breadth is 250-350 mm
and the range of the height is 350-500 mm. The objective of the optimization
is to minimize the material cost of the beam per one meter. The termination
criterion is related with the approximation of the cost of best five design by
2%.

4 Conclusions

The optimum results of the design variables are given in Tables 1 and 2 for HS
and BS based methods, respectively. For 300 kNm flexural moment or more,
doubly reinforcement design is mandatory. Both approaches are effective to
find the optimum values and the final material cost values are close for both
algorithms. Generally, BA based method is more effective to obtain the design
with minimum cost.
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Table 1 Optimum results for HS approach

FM (kNm) 50 100 150 200 250 300 400 500

h (mm) 350 450 500 500 500 500 500 500
bw (mm) 250 250 250 250 250 250 350 350
φ1 (mm) 10 14 18 18 20 28 24 26
φ3 (mm) 26 26 30 12 12 12 10 22
n1 4 4 3 3 4 3 5 5
n3 0 0 0 0 0 2 3 3
φ2 (mm) 12 10 10 22 24 14 20 16
φ4 (mm) 30 24 16 10 18 16 12 14
n2 2 2 4 2 2 4 3 6
n4 0 0 0 0 0 0 2 0
Mu (kNm) 58.61 114.35 172.61 222.87 289.16 334.85 452.99 556.40
Cost ($/m) 5.18 6.90 8.34 9.73 11.71 13.35 18.38 22.52

Table 2 Optimum results for BA approach

FM (kNm) 50 100 150 200 250 300 400 500

h (mm) 350 400 500 500 500 500 500 500
bw (mm) 250 250 250 250 250 300 350 350
φ1 (mm) 14 16 16 28 26 22 26 28
φ3 (mm) 30 26 26 24 14 12 12 30
n1 2 3 4 2 3 5 5 5
n3 0 0 0 0 2 2 6 2
φ2 (mm) 12 10 12 10 12 14 10 16
φ4 (mm) 12 10 20 26 16 26 16 22
n2 2 4 2 3 2 2 3 3
n4 0 0 0 0 0 0 0 0
Mu (kNm) 57.31 111.22 167.71 222.42 279.29 333.48 445.15 556.17
Cost ($/m) 5.16 6.85 8.20 9.55 11.60 13.56 18.08 22.82
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Abstract The ADiMat software is a tool that offers automatic differentiation
of Matlab functions using a hybrid approach that combines source transfor-
mation and operator overloading. Performance tests showed a weakness with
a derivative class of ADiMat. In a first step, the Matlab runtime environment
is tested regarding function and method call overheads as well as property ac-
cess overhead with Matlabs objects. An automatic method, transforming the
XML based abstract syntax tree created with ADiMats toolchain through a set
of stylesheets, was developed. The process completely removes the derivative
object usage from any derivative function created with ADiMat. As a result,
performance is improved considerable depending on the data container storing
the derivative directions.

Keywords Source Transformation · Automatic Differentiation · ADiMat ·
Matlab · Performance Measurement · XSLT · XML AST

1 Introduction to Source Transformation in the Context of ADiMat

Source transformation (ST) describes the process of rewriting code of a sup-
ported programming language.

ADiMat (Automatic Differentiation for Matlab, [1]) utilizes ST to aug-
ment the Matlab code with derivative statements by applying the chain rule
of differential calculus. Listing 2 shows the result of the forward mode (FM) of
ADiMat applied to the function in Listing 1. In general, using FM on a func-
tion f : Rn → Rm, the product of the Jacobian and a seed matrix J · S with
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J ∈ Rn×m and S ∈ Rn×ndd is calculated. Here, ndd represents the number of
derivative directions. The introduced variables are called active variables and
implicitly represent the seed matrix. Usually, ADiMat makes use of a specific
prefix for these variables.

1 function z = F(a , b)
2 z = a ∗ b ;
3 end
4

Listing 1 Matlab function F.

1 function [ g z , z ] = g F ( g a , a , g b , b)
2 g z = g a ∗ b + a ∗ g b ;
3 z = a ∗ b ;
4 end

Listing 2 ADiMat FM applied to F.

Derivative classes are used for a vectorized derivative evaluation (VDE),
enabling the evaluation of multiple derivative directions with a single function
invocation. Operator overloading is employed to update each derivative direc-
tions for the respective operation. In Fig. 1, the structure of the derivative
class adderiv, including the relation to a non-active variable a, is shown.

a
(number)

class: adderiv

1

       

derivs
(cell)

..
. ndd cells

ndd

nddga

(n£m)

(n£m)

(n£m)

Fig. 1 Derivative object for a n×m matrix with ndd derivative directions.

2 Understanding Matlab Performance

Performance tests revealed a slow VDE with adderiv. It was speculated that
operator overloading and the class property access are the main causes. A set
of general Matlab benchmarks was created in order to assess Matlabs runtime
system. Additionally, the class usage of a derivative function was replaced by
function calls and the timings were compared to the original. For brevity, only
a subset of the collected results is shown.

Benchmarks were performed on an Intel Core 2 Duo T7200 with 3.25 GB
DDR2 RAM on Ubuntu 10.04 32bit with Matlab R2012a.

In Table 1, empty method/function invocation overhead is shown. Function
calls are generally faster than method calls. Functions that are placed in a
different folder w.r.t. the caller suffer from significant performance loss. In
contrast, the class system performance does not depend on the source location.

With Matlabs class system, our benchmarks show a substantial perfor-
mance loss, in particular when accessed in a method invocation, when a cell
or struct data structure is used to store the derivative directions. On the other
hand, functions accessing cells or structs perform better.
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Test # Description Mean ± Std (µs)

1 function 0.69745±0.01849
2 function in a remote folder 9.65353±0.03750
3 class method 13.53934±0.03681

Table 1 Benchmark results for method/function invocations.

The derivative of a polynomial function z =
∑n−1

i=0 cix
i was created and

manually transformed to a functional version. The results are shown in Fig. 2.
The functional version shows major speedups for a rising number of iterations.
Subsequent profiling determined that the majority of the derivative evaluation
time (more than 85% for c ∈ R80) is spent inside the overloaded operators (plus
and times) updating the cell array.

101 102
101

102

103

104

Iterations (Length of c)

t
(m

s)

adderiv

functional

Fig. 2 Polynomial execution time for the full Jacobian computation.

3 Automatic Source Transformation

ADiMat generates XML-based abstract syntax trees (AST) and utilizes a rule-
based ST using XSLT. To automate class usage replacement by function calls,
we also employ XSLT stylesheets. The removal of the class usage necessitates
a static type inference since Matlab only provides type information during
runtime. A prefix identification was utilized: Every variable starting with a
specific prefix (eg. g ) is assumed to be a derivative class, everything else is of
type double.

A front-end transformation replaces the class usage in the derivative func-
tion with direct function calls. A back-end transformation encapsulates the
class properties in a Matlab struct. Methods are converted to functions work-
ing on the new struct. Often, methods lack any prefix usage. Consequently,
heuristics are used to identify active variables. The result of the ST of Listing
1 is shown below.

1 function [ g z , z ] = ad F ( g a , a , g b , b)
2 g z = ad plus ( ad t imes ( g a , b) , ad t imes (a , g b ) ) ;
3 z = a ∗ b ;
4 end
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The ST is composed of 17 XSLT stylsheets. Fig. 3 shows a detailed view
of this process. The Preprocessing and Postprocessing handle AST normaliza-
tion and function rename operations (6 stylesheets). Mark Elements identifies
expressions with the prefix and tags them in the AST (7 stylesheets). Modify
Elements transforms each expression with the inserted tag to function calls (4
stylesheets).

Preprocessing Modify Elements
AST

Postprocessing
ASTAST

Mark Elements

Fig. 3 Detailed view of the ST process. ADiMat handles AST creation and AST to .m file.

4 Experimental Results

The system is applied to a 1D partial differential equation solver for Burgers’
equation (1). It consists of 6 functions with 169 lines of code.

In addition to adderiv, the arrdercont class is tested. It uses a matrix-based
storage for the derivative directions.

∂u

∂t
+

1

2

∂u2

∂x
= 0 u(x, 0) = u0(x) (1)

0.75 1 1.1 1.5 1.6 1.7

adderiv

arrdercont

Speedup = tO/tTrans

ndd 50

ndd 100

ndd 200

Timing of class (s)

ndd adderiv arrdercont

50 13.744 5.200
100 51.463 13.801
200 202.446 44.111

Fig. 4 Achieved speedup after the ST process and absolute timings of the class versions
for the full Jacobian (ndd ∈ 50, 100, 200).

As shown in Fig. 4, the achieved speedup is highest for classes utilizing the
cell array data structure. The performance gains for a matrix-based storage is
much lower.
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Abstract This work deals with a two-way parallelization method of numeri-
cal flow simulations under uncertainties with sampling methods for the uncer-
tainty quantification. In general, for such simulations there are two possibilities
to distribute the computation on multiple processors in order to reduce the
overall computing time. One approach is to divide the flow domain into sev-
eral blocks which can be calculated by different processors. The other is that
the various independent deterministic problems that arise from the sampling
method for uncertainty quantification, can be solved in parallel. Both meth-
ods have advantages and disadvantages and can be applied simultaneously,
depending on the provided number of processors for the simulation. The pre-
sented method assigns the available processors dynamically to both paralleliza-
tion methods during the simulation of the uncertain flow problem. The aim
is to reduce the overall computing time compared to a static parallelization
strategy.

Keywords Uncertainty Quantification · Parallelization · Flow Simulation

1 Introduction

The calculation of numerical flow simulations under uncertainties usually is
very expensive. For this reason it is necessary that complex problems are
computed with multiple processors in order to achieve an acceptable comput-
ing time. This work presents a method that dynamically allocates processors
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during simulation of flow problems under uncertainties with two separate par-
allelization methods. For this purpose specific properties of the uncertainty
quantification are used. A precondition for this method is that a sampling
method for the uncertainty quantification of the flow simulation is used. To
explain the basic idea of the two-way parallelization the theoretical fundamen-
tals are described in the next section. Subsequently the concept of the idea is
explained in more detail before a conclusion is made.

2 Theoretically fundamentals

The precondition for the two-way parallelization method is that the uncer-
tainty quantification (UQ) is done via non-intrusive methods. In this kind of
methods a stochastic problem is divided into a set of deterministic problems
with slightly different values for the uncertain parameters [1]. These deter-
ministic realizations are called sample points and can be solved by common
solvers. In case of flow problems these are mainly finite-volume method (FVM)
based solvers [2].

2.1 Parallelization strategies

For this combination of uncertainty quantification method and flow solver
there exist two different approaches for parallelization. The first approach is
the parallel simulation of the sample points, as these can be solved indepen-
dently. This means, if the set contains n problems, the computation could
be parallelized on up to n processors or clusters. The second approach is the
decomposition of the flow domain into certain subdomains which can be calcu-
lated by different processors. This parallelization strategy requires data trans-
fer between all processors in order to get an adequate result of the overall
flow field [2]. In general, the second approach is less efficient because addi-
tional effort for communication is required. Nevertheless, both strategies can
be combined. Thereby, it is possible to compute n sample points simultane-
ously with m processors.

2.2 Influence of the initial solution

If the finite-volume method is applied to simulate the flow problem, an alge-
braic system of equations is formulated which has to be solved. Due to the
complexity of the system it is necessary to solve it with an iterative method.
This procedure generates a sequence {φn}n≥1 of improving approximations of
the solution φ until a convergence criterion is satisfied. The number of itera-
tions until convergence, and hence the computing time, depends among others
on the initial solution φ0. The process takes less time the more accurate the
choice of the initial solution φ0 is. So in case of an uncertainty quantification
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an example of a good initial solution for the computation of a sample point
would be a flow field of a previously calculated sample point. In [3] it has been
shown that in practice it is often the case that a solution of a sample point is
more suitable as initial solution for another sample point, the more similar the
values of the uncertain parameters are, because the flow fields probably differ
less from each other. In the dynamic two-way parallelization this property is
utilized in order to define the number of processors that are used to calculate
a certain sample point. For this purpose, it is assumed that the flow solver
is able to save calculated flow fields and use them as an initial solution for
another sample point if necessary.

3 Dynamic 2-way parallelization

During the initialization a minimum spanning tree (MST) G = (V,E) is gen-
erated by the algorithm of Prim [4], where V contains all sample points of
the uncertain problem and E are the edges. For this purpose, the values of
the uncertain parameters are interpreted as coordinates and the edge weights
correspond to the Euclidean distance. The property of the shortest edge of
the MST helps to get an appropriate initial solution for a flow simulation of a
sample point Vi, because only flow fields are used whose corresponding sample
points are connected with Vi via an edge of E. Of course, an exception of this
is the first calculation. In order to describe the algorithm of the 2-way paral-
lelization method two arrays are introduced. The array W contains all indices
of sample points that have not yet been calculated and for which no flow field
of an sample point exists that is connected by an edge of E. In addition, the
array is sorted in descending order, with respect to the number of edges that
a corresponding sample point has. The second array, R, contains all indices
of sample points that have not yet been calculated, but a suitable predecessor
has already been calculated. At the beginning of the algorithm R is empty
and W contains the indices of all sample points. Assuming that m processors
are available and a single sample point can be calculated with up to pmax pro-
cessors, the overall computation starts with the simultaneous calculation of
the first ceil(m/pmax) points of W . Each of these problems is parallelized with
pmax processors (if the number of processors does not fit, only the last problem
will get less processors). The related indices are removed from W . The idea
behind this is, that the first simulation without a good initial solution is the
most time consuming one. All the following calculations converge much faster.
So if the time for the first calculation is reduced, the computation time of the
entire UQ can also significantly be affected. This reduction can be achieved
only with the second parallelization strategy. The algorithm works according
to the following scheme until all sample points are calculated:

1. Move all indices from W to R whose associated sample points have a
common edge with Vi.

2. If R is not empty, distribute as many as possible idle processors uniformly
the sample points in R in order to simulate the underlying problems.
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3. If there are still idle processors and W is not empty, use them to calculate
the first element of W .

4. If there are still idle processors, use them to support a running computa-
tion.

5. Delete all indices of sample points from W and R which are already calcu-
lated.

Preliminary tests show that the algorithm can achieve a performance en-
hancement compared to a static strategy. It turns out that the dynamic
method is particularly well suited for problems where the ratio of sample
points to the number of processors m is small. The reason for this is that
time can be saved mainly for the first m and the last 0.5m sample points. If
the ratio of sample points to processors is very large, the computation time is
similar to the time of a static parallelization. A disadvantage of the dynamic
method is that the preprocessing is more complex. Further investigations that
will provide more detailed results are in progress.

4 Conclusion

This work presents a dynamic 2-way parallelization method for numerical flow
problems under uncertainty. Preliminary tests show that the method has the
potential to shorten the computation time. A more detailed analysis of the
efficiency of the method will be provided at the workshop.
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1 Introduction

Non-intrusive stochastic collocation methods are commonly used in the quan-
tification of uncertainties (UQ). Their main advantage is that they don’t re-
quire any changes in the corresponding simulation code. They typically rely
on building a surrogate model of the response function based on interpolation
on selected parameters of the feature space, so called collocation nodes. The
selection of the collocation nodes is of major importance and accuracy of the
method depends strongly on it.

In the simulation context conventional discretization methods suffer the
curse of dimensionality: The computational effort increases exponentially with
the number of dimensions, which, in the context of UQ, are the uncertain vari-
ables. A straightforward ansatz to build a surrogate based on global polyno-
mials is thus not feasible for more than typically four uncertain parameters.

2 Adaptive Sparse Grid Collocation Method

Our method of choice to overcome the curse of dimensionality to a large extent
are spatially adaptive sparse grids, see [1,6] and Figure 1. In the context of
UQ, the sparse grid discretization of the stochastic space determines the loca-
tion of the collocation nodes for the stochastic collocation method, see, e.g.,
[3]. Using a hierarchical approach, we obtain an explicit, grid-based function
representation even of high-dimensional dependencies.

.x1,1

.

.

x2,1 x2,3

x3,1 x3,3 x3,5 x3,7
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l=1

l=3

l=2

l1=1 l1=2 l1=3 l1

l2=1

l2=2

l2=3

l2

Fig. 1 One-dimensional basis functions up to level 3 (left), and tableau of hierarchical
increments Wl up to level 3 in both dimensions (center). Leaving out the grayed-out Wl, we
obtain the sparse grid of level 3 (right).

As the hierarchical basis provides us a local variance estimate for free, we
can use this measure to refine the stochastic domain adaptively and reduce
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the number of function evaluations even more. Spatially adaptive refinement
allows one to deal even with singularities and discontinuities [2].

Regarding convergence and accuracy, the sparse grid theory guarantees
high convergence rates that are close to those of full grids for sufficiently
smooth functional dependencies with only a moderate number of costly func-
tion evaluations. Furthermore, statistics such as moments or sensitivity values
can be derived from the surrogate model directly.

3 CO2 Leakage Benchmark

In this work, we show results of a recent project that studies the use of spatially
adaptive sparse grids for the quantification of uncertainties for parameter-
dependent subsurface flow simulations based on the work of [4,7]. The un-
certain description of the subsurface relies on data. We present a novel, data-
driven approach to describe the uncertainty by applying the sparse grid density
estimation [5]. Moreover, the real-world scenario requires custom-tailored cri-
teria for adaptive refinement to reduce the number of sampling points as well
as possible, for example. The results obtained by the stochastic collocation
method using spatially adaptive sparse grids are evaluated and compared to
previous methods in this context.
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Müthing, Steffen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

N
Neumann, Philipp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
Nigdeli, Sinan Melih . . . . . . . . . . . . . . . . . . . . . . . . . .225
Ntemos, George . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

O
Oladyshkin, Sergey . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
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